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Abstract—We present a framework to automatically evaluate
the performance of Mobile Ad-hoc Networks (MANETs) in terms
of different kinds of metrics, such as throughput and energy
consumption. For this purpose, we use a probabilistic process
calculus to model MANETs; then we translate process terms
into Markov Decision Processes (MDPs) and use the probabilistic
model checker PRISM to automatically evaluate the network
performance. We present a case study consisting of a network
which uses flooding for communicating, and we analyse how time
and energy costs vary when pursuing different power control
strategies.
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I. INTRODUCTION

Mobile ad-hoc networks (MANETs) are systems of mobile
devices communicating with each other through wireless links
without a pre-established networking infrastructure. The de-
vices may rely on exhaustible power sources, such as batteries,
and hence have strict requirements regarding their energy
consumption. For these reasons, when dealing with networks
of this type, communication protocols have to face the problem
of providing full connectivity between network devices while
maintaining good performance, both in terms of throughput
and of energy conservation (see, e.g., [19], [20]).

In this paper we present a framework to automatically evalu-
ate the performance of MANETs in terms of different kinds
of metrics. In our framework we use the Probabilistic Energy-
aware Broadcast Unicast and Multicast (PEBUM) calculus,
introduced in [7], to model MANETs. This is a probabilistic
process calculus particularly aimed at providing performance
analysis in terms of metrics such as energy conservation
and throughput. A reduction semantics has been defined for
the PEBUM calculus, together with an equivalence relation
parameterised by a restricted set of schedulers. The equiva-
lence between two networks allows us to express connectivity
properties and it can be proved by using a coinductive proof
methodology based on a notion of probabilistic bisimulation.

PRISM [12] is a tool for modelling and analysing systems
that exhibit a probabilistic behaviour. It supports, among
others, the modelling of Markov Decision Processes (MDPs),
where nondeterministic and probabilistic aspects coexist.

In this paper we exploit the PRISM tool to perform
automated, quantitative verification and analysis of wireless
networks for a range of performance metrics. Specifically,
we develop a parser to translate a PEBUM process term,

representing a network, into an MDP model expressed in
the PRISM language. Moreover, we formulate the metrics for
computing the time and energy cost of a network transmission
in terms of reward structures.

We demonstrate the effectiveness of our framework on
a case study consisting of a MANET which uses flooding
to forward messages. We analyse the performance of the
communication between two static devices by varying the
transmission power of the intermediate, possibly mobile, nodes
forwarding the packets within the network. Then we study how
the time and energy costs vary when pursuing different power
control strategies for the intermediate communications.

Related Work. Probabilistic models are nowadays widely used
in the design and verification of complex systems. Bernardo
et al. introduced EMPAgr [2], an extended Markovian process
algebra including probabilities, priority and exponentially dis-
tributed durations. One advantage of this calculus is the pos-
sibility of modelling both exponentially timed and immediate
actions, whose selection is controlled by a priority level asso-
ciated with them. Palamidessi et al. [9] defined an extension of
the applied pi-calculus with nondeterministic and probabilistic
choice operators. Among the stochastic process algebras for
performance evaluation, one of the most successful is the
Performance Evaluation Process Algebra (PEPA), introduced
by Hillston in [10], which is used to model systems composed
of concurrently active components which cooperate and share
work. For both the probabilistic applied pi-calculus and PEPA
model checking algorithms built upon the PRISM tool have
been developped (see [16], [4]).

Although model checking implementations have already
been proposed for other process calculi, our work is specifi-
cally aimed at studying the performance of mobile ad-hoc
and sensor networks. Indeed, we exploit the main features of
the PEBUM calculus which allows one to represent variable
transmission ranges and probabilistic movements of nodes
within the network area.

Regarding energy usage, several papers address the problem
of studying the energy consumption of a specific communi-
cation protocol for wireless networks. For instance, in [20]
the authors define a Markov reward process (see, e.g., [17])
modelling some protocols for pairwise communications. A
steady-state quantitative analysis is then obtained, and from
this the average performance indices are computed. In [1]



Bernardo et al. present a methodology to predict the impact
of power management techniques on system functionality and
performance. In [19] the authors define a set of metrics to
analyse the energy consumption which are then estimated
through simulation, and show how some modifications in the
protocols can improve their efficiency. With respect to the
above mentioned works, the model we propose here aims
at providing a common framework for both qualitative and
quantitative analyses.

Plan of the paper. Section II introduces the PEBUM calculus
with its syntax, reduction and observation semantics. Sec-
tion III presents the parser that translates a PEBUM process
term into a MDP model in the PRISM language. Section IV
presents our case study and demonstrates the automatic per-
formance analysis with respect to different power control
strategies. Section V concludes the paper.

II. THE CALCULUS

We present the PEBUM calculus [7] which models mobile ad-
hoc networks as a collection of nodes, running in parallel and
using channels to broadcast messages. It supports multicast
communications as well as power control.

Syntax. We use c for channels, n for nodes, l and k for loca-
tions, r for transmission radii; x for variables. Closed values
contain nodes, locations, transmission radii and any basic value
(booleans, integers, ...). Open values include variables only.
We use u and v for closed values, w for open values, and ṽ,
w̃ for tuples of values. We write Loc for the set of locations.

Networks are defined as the parallel composition of distinct
nodes. We write n[P ]l for a node n, located at the location
l and executing the process P . We denote by M1|M2 the
parallel composition of two networks and by

∏
i∈IMi the

parallel composition of the networks Mi, for i ∈ I . Nodes
cannot be created or destroyed. A process P is as follows:

- 0 denotes the inactive process;
- c(x̃).P can receive a tuple w̃ of closed values via channel

c and continue as P{w̃/x̃}, i.e., as P with w̃ substituted for x̃.
In the process c(x̃).P , the variables in x̃ are bound in P ;

- c̄L,r〈w̃〉.P can send a tuple of closed values w̃ via channel
c and continue as P. The tag L is used to maintain the set of
observation locations such that L = Loc represents a broadcast
transmission, while a finite set of locations L denotes a
multicast communication (unicast if L is a singleton). The
tag r represents the power of the transmission. Syntactically,
tags L and r may be variables, but they must be instantiated
when the output prefix is ready to fire;

- [w1 = w2]P,Q behaves as P if w1 = w2, as Q otherwise.
- A〈w̃〉 denotes a process defined via a (possibly recursive)

definition A(x̃)
def
= P , with |x̃| = |w̃| where x̃ contains all

channels and variables that appear free in P .
A node can be either mobile or static. Each node n is

associated with a pair < rn,J
n >, where rn is a non negative

real number denoting the maximum transmission radius that
n can use to transmit, while Jn is the transition probability
matrix of a discrete time Markov chain, where Jnlk is the

probability that the node n located at l, after executing a
movement, will be located at k. Hence,

∑
k∈Loc J

n
lk = 1 for

all l ∈ Loc. Notice that, for static nodes, Jnll = 1 for l ∈ Loc
and Jnlk = 0 for l 6= k.

Probability distributions. We associate probability distribu-
tions with located nodes. More formally, we denote by µnl
the probability distribution associated with node n located at
l, that is, a function over Loc such that µnl (k) = Jnlk, for
k ∈ Loc. Moreover, if M =

∏
i∈I ni[Pi]li is a network, then

for all k ∈ I , JMKµnk
lk

denotes the probability distribution over
the set of networks induced by µnk

lk
, i.e., for all networks M ′:

JMKµnk
lk

(M ′) =


µnk

lk
(l′k) if M ′ =

∏
i∈I ni[Pi]l′i

for l′i = li∀i 6= k

0 otherwise

Note that JMKµnk
lk

(M ′) is the probability that network M

evolves to M ′ due to the movement of the node nk located
at lk. We say that M ′ is in the support of JMKµnk

lk

if
JMKµnk

lk

(M ′) 6= 0. We write JMK∆ for the Dirac distribution
on network M , namely the probability distribution defined as:
JMK∆(M) = 1 and JMK∆(M ′) = 0 for all M ′ 6= M . We let
θ range over {µnl |n is a node and l ∈ Loc} ∪ {∆}.

Reduction Semantics. The dynamics of the calculus is specified
by the probabilistic reduction relation over networks (−→),
described in Table I. As usual in process calculi, it relies on
an auxiliary relation, called structural congruence (≡), such
that for instance M |N ≡ N |M , (M |N)|M ′ ≡ M |(N |M ′)
and M |0 ≡M . The probabilistic reduction relation takes the
form M−→JM ′Kθ, which describes a transition that leaves from
a network M and leads to a probability distribution JM ′Kθ.

Rule (R-Bcast) models the transmission of a tuple of mes-
sages ṽ to the receivers within the locations in L, using channel
c and transmission radius r. Indeed, nodes communicate using
radio frequencies that enable only message broadcasting. How-
ever, a node may decide to communicate with a specific set
of nodes: depending on L, it can be a broadcast, multicast or
unicast communication, as specified before. The tag r indicates
the transmission radius required for that communication and
may vary due to the energy consumption strategy adopted by
the communication protocol. Notice that a transmission is non-
blocking: it proceeds even if there are no nodes listening. The
messages transmitted may be received only by those nodes
which lie in the transmission area of the sender. Function d(·, ·)
returns the distance between two locations.

Rule (R-Move) states that a node n located at l and
executing a moving action will reach a location with the
probability described by the distribution µnl that depends on
the Markov chain Jn associated with n. Movements are atomic
actions: while moving, a node cannot do anything else.

Rules (R-Par) and (R-Struct) are standard.

Observation Semantics. The central actions of our calculus
are transmission and reception of messages. However, only the
transmission of messages can be observed. An observer cannot

2



(R-Bcast)
n[c̄L,r〈ṽ〉.P ]l |

∏
i∈Ini[c(x̃i).Pi]li−→Jn[P ]l |

∏
i∈Ini[Pi{ṽi/x̃i}]liK∆

where 0 < r ≤ rn, ∀i ∈ I.d(l, li) ≤ r and |x̃i| = |ṽi|

(R-Move)
n[P ]l−→Jn[P ]lKµn

l

(R-Par)
M−→JM ′Kθ

M |N−→JM ′|NKθ
(R-Struct)

M−→JM ′Kθ M ′ ≡ N ′

M−→JN ′Kθ

TABLE I: Reduction Semantics

be sure whether the recipient actually receives a given value.
Instead, if a node receives a message, then surely someone
must have sent it. Following [15], we use the term barb
as a synonym of observable. However, our calculus contains
both nondeterministic and probabilistic aspects, where the
nondeterministic choices are among the possible probability
distributions that a process may follow and arise from the
possibility for nodes to perform movements.

Given a network M, we write M −→θ N if M −→ JM ′Kθ
and N is in the support of JM ′Kθ. An execution for M is a
(possibly infinite) sequence of steps M −→θ1 M1 −→θ2 M2....
We write last(e) for the final state of a finite execution e, ej

for the prefix execution M −→θ1 M1... −→θj Mj of length j

of the execution e = M −→θ1 M1... −→θj Mj −→θj+1 Mj+1....
We write M−→

∗
M ′ if there exists a finite execution e for

M such that last(e) = M ′. We denote by behave(M) =
{JM ′Kθ |M −→ JM ′Kθ} the set of all the distributions M can
reach in a single reduction step.

In order to resolve the nondeterminism in a network execu-
tion, we use schedulers [18] to choose one distribution from
behave(M). Given a finite execution e, a scheduler is a total
function F assigning a distribution JNKθ ∈ behave(last(e))
to e. Given a network M and a scheduler F , we define the
set of executions starting from M and driven by F as:

ExecFM = {e = M−→θ1M1−→θ2M2 · · · | ∀j > 0,

Mj−1 −→ JM ′jKθj , JM ′jKθj = F (ej−1)

and JM ′jKθj (Mj) > 0}.
Formally, given a finite execution e = M−→θ1M1...−→θkMk

starting from a network M and driven by a scheduler F we
define the probability for M , following F , to perform e, as:

PFM (e) = JM ′1Kθ1(M1) · ... · JM ′kKθk(Mk)

where ∀0 < j ≤ k, JM ′jKθj = F (ej−1).
Given a scheduler F , σFieldFM is the smallest σ-field

on ExecFM that contains the basic cylinders e ↑, where
e ∈ ExecFM . The probability measure ProbFM is the unique
measure on σFieldFM such that ProbFM (e↑) = PFM (e). Given
a measurable set of networks H , we denote by ExecFM (H)
the set of executions starting from M and reaching a state in
H . Formally, ExecFM (H) = {e ∈ ExecFM | last(ej) ∈ H
for some j}. We denote the probability for a network M to
evolve into a network in H according to the policy given by
F as ProbFM (H) = ProbFM (ExecFM (H)).

The notion of barb introduced below denotes an observable
transmission with a certain probability according to a fixed
scheduler. In our definition, a transmission is observable only
if at least one recipient in the set of the observation locations
is able to receive the message.

Definition 2.1: [Barb] Let M ≡ n[c̄L,r〈ṽ〉.P ]l|M ′. We say
that M has a barb on a channel c at locations K(6= ∅), denoted
M ↓c@K , if ∃K ⊆ L such that d(l, k) 6 r, ∀k ∈ K.

Definition 2.2: [Probabilistic Barb] We say that a network
M has a probabilistic barb with probability p on a channel c at
locations K according to the scheduler F , written M⇓Fp c@K,
if ProbFM (H) = p where H = {M ′ |M −→

∗
M ′, M ′ ↓c@K}.

Intuitively, for a given network M and scheduler F , if
M⇓Fp c@K then there is a positive probability that M , driven
by F , performs a transmission on channel c and at least
one of the recipients in the observation locations is able to
correctly listen to it. Hereafter, we introduce a probabilistic
observational congruence, in the style of [9], which is a
relation relative to a set of schedulers F (we call it F-relation)
and is defined as the largest F-relation as follows. Let RF be
a relation over networks and consider the following properties:
Barb preservation. RF is barb preserving if MRFN and
M⇓Fp c for some F ∈ F implies that there exists F ′ ∈ F
such that N⇓F

′

p c.
Reduction closure. RF is reduction closed if MRFN implies
that, for all F ∈ F , there exists F ′ ∈ F such that, for all
classes C ∈ N/RF , ProbFM (C) = ProbF

′

N (C).
Contextuality. RF is contextual if MRFN implies that, for
every context C[·], it holds that C[M ]RF C[N ], where a
context is a network term with a hole [·] defined by the
grammar: C[·] ::= [·] | [·]|M | M |[·] .

Definition 2.3: [Probabilistic observational congruence]
Probabilistic observational congruence relative a set F of
schedulers, written ∼=Fp , is the largest symmetric F-relation
over networks which is reduction closed, barb preserving and
contextual.

Two networks are related by ∼=Fp if they exhibit the same
probabilistic behaviour (communications) relative to the cor-
responding sets of observable locations and the fixed set of
schedulers F . In [8] we have developed a bisimulation-based
proof technique for ∼=Fp . It provides an efficient method to
check whether two networks are related by ∼=Fp .
Cost preorder. In [6] we introduced a preorder, which allows
us to compare networks that have the same probabilistic
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observable behaviours, but different performance in terms of
metrics such as energy consumption and time delay. The
preorder is based on the definition of a cost function, denoted
Cost, which returns for given a network M , a set H of
goal networks and a scheduler F , the cost for M to reach
H following F . Our cost function can be used to define an
efficiency preorder as follows.

Definition 2.4: [Efficiency preorder] Let H be a countable
set of sets of networks and F be a set of schedulers. We say
that N is as least as efficient as M relative to F and H,
denoted

N v〈F,H〉 M,

if N ∼=Fp M and, for all schedulers F ∈ F and for all H ∈ H,
there exists F ′ ∈ F such that CostF

′

N (H) ≤ CostFM (H).

III. A PARSER FOR PEBUM CALCULUS

In this section we introduce a translator, implemented in
F# [5] with FsYacc and FsLex [13], which compiles PEBUM
networks into the PRISM language. Our tool parses an input
source file with the description of a network according to
the syntax introduced in Section II and translates it into the
corresponding MDP for PRISM.

Input of the parser. The input of the parser is a text file
containing:
• the PEBUM network (see Section II), written in the

following grammar:

Networks Processes
0 0
|M1 |M2 | (x̃)← c;P
| n@l{P} | ṽ → c@L/r;P

| ifw1 = w2 thenP elseQ
| recP

• a transition probability matrix Jn associated with each
node n as illustrated below, where L1, ..., Lk are the
locations in the network and pi,j is the probability for
the node n to move from the location Li to Lj.

Jn = L1 L2 ... Lk
p1,1 p1,2 ... p1,k

...
pk,1 pk,2 ... pk,k

• a triangular matrix Dist, describing the distances be-
tween each pair of network locations. The matrix is tri-
angular because we assume the distance to be symmetric.

Dist = L1 L2 ... Lk
d1,1 d1,2 ... d1,k

...
dk,k

The parser processes the input text to collect all the in-
formation we need to capture the behaviour of a network
expressed by the reduction semantic rules (see Table I). The

mdp

const L1=1;
const L2=2;

const msg1=1;
const msg2=2;

module n1

loc_n1 : [L1 .. L2] init L1;

x : [0 .. 2] init 0;

proc_n1 : [0 .. 2] init 0;

[] (loc_n1 = L1) -> 1:(loc_n1' = L1) + 0:(loc_n1' = L2);
[] (loc_n1 = L2) -> 0:(loc_n1' = L1) + 1:(loc_n1' = L2);

[c_n2_msg1_l1_l1l2] (proc_n1 = 0) & (( loc_n1 = L1) ) -> (proc_n1' = 1);
[c_msg1_lost] (proc_n1 = 0) -> (proc_n1' = 1);

[c_n1_msg2_l1_l1] (proc_n1 = 1) & (( loc_n1 = L2) ) 
   -> (x' = msg2) & (proc_n1' = 2);

endmodule

module n2

loc_n2 : [L1 .. L2] init L2;

y : [0 .. 2] init 0;

proc_n2 : [0 .. 3] init 0;

[] (loc_n2 = L1) -> 0.5:(loc_n2' = L1) + 
                    0.5:(loc_n2' = L2);
[] (loc_n2 = L2) -> 0.5:(loc_n2' = L1) +    
                    0.5:(loc_n2' = L2);

[c_n2_msg1_l1_l1l2] (proc_n1 = 0) 
 & (( loc_n2 = L1) | (lco_n2 = 2)) -> 
               (proc_n2' = 1) & (y' = msg1);

[c_n1_msg2_l1_l1] (proc_n2 = 1) 
      & (( loc_n2 = L1)) -> (proc_n2' = 2);
[c_n1_msg2__l2] (proc_n2 = 1) 
      & (( loc_n2 = L2)) -> (proc_n2' = 2);
[c_msg2_lost] (proc_n2 = 1) -> (proc_n2' = 2);

endmodule

Fig. 1: PRISM module for n1

key is to generate a list of records containing information
about the possible synchronisations the network can perform
(see (R-Bcast) rule in Table I). This list can be generated
by analysing all the network processes, with respect to the
probability distribution of each node’s mobility (expressed by
Jn) and the topology of the network (expressed by Dist).

Output of the parser. The output of the parser is an MDP
written in the PRISM language [12]. As an example, Fig. 1
shows the translation of the simple PEBUM network

n1[c̄l1,r〈msg1〉.c(x)]l1 | n2[c(y).c̄l1,r〈msg2〉]l2 .

Constants are used to represent the set Loc of network loca-
tions as well as the set of messages sent by the network nodes
during the execution. Given a network M ≡

∏
i∈Ini[Pi]li ,

each network node ni[Pi]li corresponds to an MDP module,
with name ni. The variable locni

refers to the current location
of ni; the variable procni represents the current process status,
which is used to control the order of process execution (since
processes are deterministic and sequential). If the process
executed by the node contains bound variables, they will be
defined in the MDP too (see variable x in the example in
Fig. 1).

Modules may execute commands (or actions) corresponding
to the reduction rules (R-Bcast) and (R-Move) in Table I:

• (R-Bcast) n[c̄L,r〈ṽ〉.P ]l |
∏
i∈Ini[c(x̃i).Pi]li

−→Jn[P ]l |
∏
i∈Ini[Pi{ṽi/x̃i}]liK∆

Since in PRISM synchronisations are modelled by labelling
commands with actions, we associate the following action
label with each message transmission:

[c n1...nh1 v1...vh2 K1 ... Kh3 R1... Rh4]

where {n1, ..., nh1} is the set of the nodes ni (i ∈ I)
receiving the message; (v1, ..., vh2) is the tuple ṽ of messages;
{R1, ..., Rh4} is the set of locations whose distance from l is
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(a) Scheme 1
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(c) Scheme 3

Fig. 2: The different network schemes

less than the radius; {K1, ..., Kh3} is the intersection between
the set of the observation locations and the set {R1, ..., Rh4}.

The module of sender n contains the following command
in PRISM (for Lk = l):

[c n1...nh1 v1...vh2 K1 ... Kh3 R1... Rh4](proc n=counter)
&(loc n=Lk)→ (proc n′=counter+1);

The module of a receiver node ni(i ∈ I) contains the
following command in PRISM:

[c n1...nh1 v1...vh2 K1 ... Kh3 R1... Rh4]
(proc n = counter)&((loc ni = R1)| · · · |(loc ni = Rk))

→ (proc n′i = counter + 1)&(xi = msg);

If I is the empty set, then it means that no nodes
receive the transmission, and the message is lost. We add
a command with a loss-message action to the sender’s module:

[c v1...vh2 lost](proc n = counter)&(loc n = Lk)
→ (proc n′ = counter + 1);

• (R-Move) n[P ]l−→Jn[P ]lKµn
l

In PRISM the mobility of nodes is expressed using a
different command for each row of matrix Jn associated
with each node. In particular, each i-th row of matrix Jn

corresponds to the command (for L1, ..., Lj ∈ Loc):

[] (loc n=Li)→ pi,1:(loc n′=L1)+ · · ·+pi,j(loc n′=Lj);

Correctness of the translation. Let N be the set of PEBUM
networks, and let T be the function mapping networks into
corresponding MDPs. Let M ∈ N be a network, and let
T(M) be its corresponding MDP model.

The translation captures all the behaviours expressed by the
reduction semantics, i.e., there is a one-to-one correspondence
between the reduction rules of M and the possible actions in
T(M). This correspondence can be proved by induction on the
reduction rules. For (R-Bcast) and (R-Move), the proof follows
directly from the definition of the corresponding labelled and
unlabelled commands. For (R-Par), the parallel composition
is modelled by the fact that for each broadcast reduction the
resulting MDP always chooses one of the possible synchroni-
sations among the network nodes (or the message loss) in a
nondeterministic way. Finally, the proof of the correspondence
for (R-Struct) follows by the structural congruence closure of

the reduction barbed congruence.

IV. A CASE STUDY

We present a case study to show the effectiveness of trans-
lating our process algebra into an MDP in order to automatise
the performance analysis for a range of metrics using PRISM.

The network. We consider two static nodes (n1 and n2)
communicating in a 60× 60 metres network area (see Fig. 2).
The distances between cells are determined by considering
the centre of each cell and calculating the euclidean distance
between each pair of centres (each cell is 15 × 15 metres).
Since the two static nodes are too distant to reach each other
(compared to their radius 20), the communication is possible
only if there are other intermediate nodes inside the network
forwarding the messages between n1 and n2. We consider a
simple flooding algorithm in which mobile nodes forward the
messages in lazy mode, i.e., they store the data to be sent
until there is another node ready to receive it. This scenario
is typical for gossip protocols.

In the following, we analyse different situations, each with
some intermediate nodes that may move in a fixed area of the
network (that is formally captured by the probability transition
matrix associated with each intermediate node).

Scheme 1: The first network we consider has three mobile
nodes able to forward messages inside the network. As shown
in Fig. 2.(a), n3 can move within the bottom-right square of
nine locations, n4 moves within the top-left square of nine
locations, while n5 can only move within the four central cells
of the network area.

Scheme 2: The second scheme we consider is a network
where, as shown in Fig. 2.(b), one of the two intermediate
nodes can move in the triangular area around the position of
n1, while the other one covers the triangular area around n2.

Scheme 3: In the last scheme, shown Fig. 2.(c), one node
can only move inside the central area of the network (4 cells),
while the second one can only move in the 12 border cells.

We study the performance of these networks by varying the
transmission power of the intermediate nodes, in order to find
the best power strategy which optimises the performance in
terms of energy consumption and throughput.

The three networks only differ in the transition probability
matrices associated with each mobile node, while their be-
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haviour is expressed in the PEBUM calculus as follows where
RAD ∈ {20, 30, 40, 50}:

MRAD ≡
∏j
i=1ni[Pi]li , j = {4, 5} where:

• P1 ≡ c̄l4,20〈msg for n2〉.P ′1
P ′1 ≡ c(x1).[x1 = ack to n1]d̄l13,20〈ok〉, P ′1;

• P2 ≡ c(x2).[x2 = msg to n2]c̄l13,20〈ack to n1〉, P2

• Pk ≡ c(xk).c̄∅,RAD〈xk〉.Pk, k ∈ {3, 4, 5}
with j = 5 for scheme 1, and j = 4 for schemes 2, 3.

First we prove that, by varying the value of RAD, the
probabilistic observation behaviour of MRAD does not change.

Theorem 4.1: For R1, R2 ∈ {20, 30, 40, 50},

MR1
∼=FM
p MR2.

Proof sketch: MR1 and MR2 have the same probabilistic
mobility behaviour (i.e., the probability distribution associated
with each node, in both MR1 and MR2, does not change).
They only differ in the output actions performed by the
intermediate nodes, since different transmission radii cause
different synchronisations, depending on the locations of the
receivers. First, notice that all the actions performed by the
intermediate nodes are silent (their outputs have no observable
locations). If R2 ≥ R1, then each silent action of MR1 can be
performed by MR2 too. If R2 ≤ R1, then the output action
can be mimicked by a sequence of movements and outputs
by MR2. Since the process modelling the node movements
among the locations is irreducible, then each state (location)
is reachable from any other in finite time with probability 1,
and hence we can find a sequence of silent actions performed
by MR2 mimicking MR1 output with probability 1.

For each scheme we build a PRISM MDP, assigning to the
variable RAD the values in the set {20, 30, 40, 50}, in order
to investigate how different transmission powers influence the
performance of the network.

We use PRISM to verify the following property which
computes the maximal probability (among all schedulers) of
eventually reaching the goal states:
Pmax=? [F goal_state]

From the experiments, we obtain probability 1 for all the
different schemes, and for all possible radii. In the next
paragraph, time and energy cost information is added to the
MDP. We investigate how the cost will be affected by varying
the network topology and the transmission radii of the nodes.
Time and Energy Costs. We study the energy spent in the
transmissions assuming that the cost for the control packets is
negligible. We consider the restricted set of schedulers F ∈
Sched such that nodes always perform synchronisations where
possible and they transmit a message only if at least one node
is listening to the channel (i.e., messages are not lost).

We assume quasi-linear cost functions of the form∑
k

wk · Φk( ) (1)

that are sums of arbitrary functions Φk( ), each of which maps
one metric (e.g., energy cost and throughput) to some common

measure. In general, we give a different weight wk ≥ 0 to each
Φk( ) to reflect its importance. We assume that

∑
k wk = 1.

In the following, we first introduce the energy cost ΦE, then
the time cost ΦT and finally the global cost function.

Energy Cost. We associate an energy cost with the probabilistic
network reductions, as follows:

E(M,N) =



(Enelec × packet len+
Enampl × packet len× r2)

if M−→θN,M ≡ n[c̄L,r〈ṽ〉.P ]l |M ′,
N ≡ n[P ]l | N ′ for some c, L, ṽ, l

0 otherwise.

where Enelec( nJ/b) is the energy dissipated to run the
transmitter circuit, Enampl (pJ/b/m2) is the Radio amplifier
energy. They are constants given a priori (see [14]).

Time Cost. We associate time cost with the probabilistic
network reductions as follows:

T(M,N) =



(packet len/bandwith)

if M−→∆N,M ≡ n[c̄L,r〈ṽ〉.P ]l |M ′
and N ≡ n[P ]l | N ′ for some c, L, v, l

(cell size/velocity)

if M−→µn
l
N,M ≡ n[P ]l |M ′

and N ≡ n[P ]k |M ′

where cell size (m) is the size of a cell, velocity (m/s) is
the velocity of the devices and bandwith (MB) is the channel
bandwidth of the network. Again they are constants.

Now let X ∈ {E,T} be one of the two metrics above,
and e = M0−→θ1M1−→θ2M2 · · · −→θkMk be an execution. We
define

X (e) =
∑k
i=1 X (Mi−1,Mi).

Let H be a set of networks. We denote by PathsFM (H)
the set of all executions from M ending in H and driven by
scheduler F which are not prefix of any other execution ending
in H . More formally, PathsFM (H) = {e ∈ ExecFM (H) |
last(e) ∈ H and ∀e′ with e <prefix e

′, e′ 6∈ PathsFM (H)}.

Definition 4.2: Let H be a set of networks and X ∈
{E,T}. The average energy and time cost of reaching H from
M according to the scheduler F is

XFM (H) =

∑
e∈PathsF

M (H) X (e)× ProbFM (e)∑
e∈PathsF

M (H) Prob
F
M (e)

.

The average energy and time cost is computed by weighting
the cost of each execution by its probability according to F
and normalized by the overall probability of reaching H .

Cost Function. Now consider Eq. (1). Let ΦE = E and ΦT =
T, and w be the weight of the energy function. We define the
cost of reaching a set H from the network M according to
the scheduler F as:

CostFM (H) = αEFM (H) + βTF
M (H), (2)
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RAD  
[m]"

TIME  
[s]"

ENERGY 
[J*10-7]"

20" 1269.45" 5360.97"
30" 884.04" 6880.00"
40" 874.06" 12480.02"
50" 874.06" 16800.02"

(a) Scheme 1

RAD  
[m]"

TIME  
[s]"

ENERGY 
[J*10-7]"

20" 448.70" 5279.99"
30" 200.72" 6880.00"
40" 205.48" 5760.00"
50" 205.48" 7199.99"

(b) Scheme 2

RAD  
[m]"

TIME  
[s]"

ENERGY 
[J*10-7]"

20" 1333.33" 3039.99"
30" 34.67" 4029.33"
40" 34.67" 4960.00"
50" 166.67" 6400.00"

(c) Scheme 3

Fig. 3: The time-only and energy-only cost

where α and β are weighting coefficients expressed in s−1 and
J−1 respectively, and henceforth we simply consider α = w
and β = 1− w, with w ∈ [0, 1].

According to the energy and time costs we introduced
above, in our PRISM MDP the constants are given as follows:
const double cell_size = 10.0;
const double bandwith = 1.0 ;
const double packet_len = 200.0;
const double velocity = 0.3 ;

//ENERGY FOR COMMUNICATION
//50 nJ/b*packet_len+100 pJ/bit/mˆ2*packet_len*rˆ2

const double bcast_pow_n1= 800+1.6*RAD1*RAD1;
const double bcast_pow_n2= 800+1.6*RAD2*RAD2;
const double bcast_pow_n3= 800+1.6*RAD4*RAD4;
const double bcast_pow_n4= 800+1.6*RAD3*RAD3;

const double move_power = 0;

const double move_time = cell_size/velocity;
const double bcast_time = packet_len/1000000 ;

where bcast pow ni and bcast time are the energy and
time spent for a single transmission performed by ni, while
move power and move time are the energy and time spent
for each single movement step.

The cost can be calculated by defining a reward structure:
rewards "cost"
[] true : (1-w)*move_time + w*(move_power);
[out_ni] true : (1-w)*bcast_time +w*bcast_pow_ni;
...
endrewards

Since for all the schemes introduced above we proved that,
for each pair R1, R2 ∈ {20, 30, 40, 50}, MR1

∼=FM
p MR2,

we are ready to investigate if there exists, for each scheme, a
preorder among M20, M30, M40 and M50. This means that we
have a way to choose the radius optimising the performance
of the network in terms of time and energy cost.

We use the PRISM tool to automatically verify the second
point of Def. 2.4, by calculating, for each radius in the set
{20, 30, 40, 50}, the minimum cost among all schedulers under
which the goal state is reached with probability 1:
R{"cost"}min=? [F goal_state]

Fig. 3 shows the time and energy costs we calculated for
each scheme, while the general cost functions are specified in
Fig. 4 (time cost is expressed in s while energy is expressed
in J × 10−7). Here we summarize our results.

(i) Time cost (w = 0). For each scheme, a higher time cost
is needed for RAD = 20 (see Fig. 3). This is due to the fact

that a small radius requires more rounds of forwarding and
more movements of the nodes, both of which cost more time.

(ii) Energy cost (w = 1). In all of the three schemes in
Fig. 3, the smallest radius always has the minimum energy
cost. This is because, regardless of time, it is always possible
that mobile nodes move closer to each other or move close to
n1 or n2, and this reduces the energy cost. It is worth pointing
out that, due to a scaling representation factor, Fig. 4 tends to
hide the relative differences in the total weighted cost among
the radii for w = 0.

(iii) For 0 < w < 1 in general, we investigate for each
scheme how the total cost is affected by choosing different
power strategies (i.e., transmission radii). The results are
shown in Fig. 4.

Scheme 1: It can be seen in Fig. 3 that radius 30 is
better than 20 in terms of delays (about 884

1269 = 70% of
time cost for radius 20), and radius 20 is better than 30-
50 in terms of energy (about 5360

6880 = 78% of the energy
cost for radius 30). So the best radius depends on the w
chosen: roughly speaking, if w ≤ 0.6, then radius 30 is better
than 20; otherwise 20 is better. We notice that here large
radii consistently deteriorate the energy performance of the
network, without a real improvement in terms of transmission
delays: this is due to the fact that there is a high density of
nodes in the network area, which can cause unnecessary and
expensive transmissions.

Scheme 2: In Scheme 2 (see Fig. 4.(b)), the smallest
(largest) radius still seems to give the best (worst) cost.
However, using radius 40 is much better than 30 due to the
mobility behaviours associated with the intermediate nodes:
with radius 30, n3 is only able to reach n1, while n4 can
only forward n2 communications: this situation enlarges the
minimum number of transmissions allowing n1 and n2 to
complete their communications. Conversely, choosing a larger
radius (40) enables n3 (respectively n4) to eventually reach
n2 (respectively n1), drastically reducing the number of trans-
missions. Since the energy cost using radius 40 is not much
higher than the cost spent using radius 20, while the time costs
are halved, we can conclude that for the second scheme the
best power management strategy for time-aware applications
is the use radius 40.

Scheme 3: Finally, let us consider the third scheme (see
Fig. 4.(c)). With w ≤ 0.57 the best solution is radius 30, while
with w > 0.57 the best strategy is radius 20. Moreover, if we
are interested only in reducing the time spent to communicate
(see Fig. 3.(c)), radius 40 is the best choice, since the costs
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(a) Scheme 1 (b) Scheme 2 (c) Scheme 3

Fig. 4: Cost results for each scheme

are consistently reduced with respect to the other radii, while
radius 20 critically increases time cost. Generally speaking,
the best solution is to use radius 30. We notice that 30 is the
smallest distance that the inner area (4 cells) and the outer area
(12 cells) can always directly reach each other, while radius
20 never allows n3 to reach n1 and n2. For these reasons time
cost consistently increases for radius 20, while with radius 30
is better (about 34.67

1333.33 = 2.5% of the time cost for radius
20). With respect to radii 40 and 50, radius 30 allows one to
reduce the energy cost, without significantly deteriorating the
time delays.

V. CONCLUSION AND FUTURE WORK

This paper presented an automatic tool, based on the
PEBUM calculus [6], [7], for comparing different costs of
networks having the same probabilistic observable behaviour.
The automatic quantitative verification of a network has been
implemented by model checking. In particular we provided
a translation of the PEBUM models into PRISM MDP mod-
els [11], which allows one to automatically verify the perfor-
mance of networks in terms of various metrics.

Recently, we proposed a new version of the PEBUM calcu-
lus [3], aimed at capturing the level of interference in mobile
ad-hoc networks caused by collisions due to network conges-
tion, as well as attacks by malicious nodes which intentionally
make the channel busy. We plan to use our parser to translate
this new process algebra in order to automatically verify the
performance of a given network in terms of interference level.
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