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Abstract Our work starts from the observation that such a require-
ment could be too demanding when some knowledge about
Information flow security in a multilevel system aims at the environment (context) in which the process is going to
guaranteeing that no high level information is revealed to run is available. Thus, we face the problem of generalizing
low level users, even in the presence of any possible mathe notion of noninterference to deal with specific classes
licious process. This requirement could be too demandingof contexts. In our approach a context can perform both
when some knowledge about the environment (context) inhigh and low level actions and can also incorporate possible
which the process is going to run is available. To deal with attackers.
these situations we introduce the notionsgcure contexts As an examp|e consider a process representing a client

for a class of processe$his notion is parametric with re-  of 3 pank using his cash card in an Automatic Teller Ma-
spect to both the observation equivalence and the operationchine (ATM) to make a withdrawal from his account. When
used to characterize the low level behavior of a process. Wethe card is inserted in the ATM the code of the card is read,
mainly analyze the cases of bisimulation and trace equiva- then the client can write his PIN code, and if the PIN is cor-
lence. We describe how to build secure contexts in these"ect he can ask for the cash. All the actions involved con-
cases and we show that two well-known security properties,cern the exchange of confidential (high level) information
namedBNDC and NDC, are just special instances of our  petween the client and the bank. We can formalize the pro-
general notion. cess representing the client in front of the ATM as a CCS-
like term, namedcLIENT, of the formCARD.PIN.CASH.0,
whereCARD andPIN denote the client’'s output actions of
1. Introduction givirjg the ca_lrd and thg pin codes, whitasH repre;ents
the input action of receiving the cash. All these actions are
) ] ) ] _classified as high level actions.@rrect ATM should read
The problem of protecting confidential data in a multi- {he codes, and if they are correct, it should give the cash
level system is one of the relevant issues in computer se+q the client. Hence, leaving out the details concerning the
curity. Information flow security aims at guaranteeing that -hecks of the codes, we represent an ATM as a context of
no high level (confidential) information is revealed to @ser he form X |CARD.PIN.CASH.0 where the variable X will

running at low levels [8, 14, 5, 17, 22, 20], even in the pe replaced bycLIENT when the client will interact with
presence of any possible malicious process. An early at-the machine. Since all the data are protected, no (high) in-
tempt to formalize the absence of information flow was fqrmation is revealed to an external observer; hence we can

the concept ohoninterferencgroposed in the seminal pa-  3ssume that the above ATM contextis secure for the process
per by Goguen and Meseguer [9], and further developed in-| |enT.

[5, 6, 3, 11, 18, 21, 10]. Intuitively, to establish that in-

formation does not flow from high to low it is sufficient to LS
. . : top inside the ATM. The laptop records all the card num-
establish that high behavior has no effect on what low level bers and the PINs of the ATM's users. We can also imag-

users can observe, i.e., the low level view of the system is. . .
independent of high behavior. A process which is secure ne that once the confidential data have been captured the

: . S laptop send them to the bank so that the client receives
with respect to this notion is thus secure whatever the sur- .
; . . . the cash and does not suspect the fraud. TiherToPis
rounding high level environment is.

CARD.PIN.RECORD.CARD.PIN.O, whereRECORDIS a non
“This work has been partially supported by MURST project “Mitid  Protected (low) output action. The counterfeit context is
formali per la sicurezza” and the EU project MyThS (IST-2E2617). the parallel composition of the two components: the correct

Imagine now that a maintenance engineer puts a lap-




ATM and theLAPTOP. Clearly, this context is not secure The operational semantics of SPA processes is given
for the procesgLIENT. However, this does not mean that in terms ofLabelled Transition System{&TS, for short).
we give up using cards and ATMs. We just want to be sure In particular, the LTS(E, Act, —), whose states are pro-
to use them in secure contexts. cesses, is defined by structural induction as the least rela-
To deal with these situations we introduce the notion of tion generated by the axioms and inference rules reported
secure contexts for a class of processHss notion is para-  in Figure 1, where: is an action ofAct, while [ belongs to
metric with respect to both an observation equivalence rela L.
tion and an operation used to characterize the low level view  Intuitively, 0 is the empty process that does nothiagy
of a process. In this paper we consider instances with weakis a process that can perform an aciicand then behaves as
bisimulation and trace equivalence as observation equiva-E; £ + E» represents the nondeterministic choice between
lence. We show how to build secure contexts and prove thatthe two processeB; andE,; E1|E; is the parallel compo-
the security properties known &NDC andNDC (see [5]) sition of E; and E,, where executions are interleaved, pos-
are just special instances of our general security notion.  sibly synchronized on complementary input/output actions
The paper is organized as follows. In Section 2 we recall producing the silent action; £\ v is a proces# prevented
the SPA language and its semantics. Section 3 introducegrom performing actions im *; E[f] is the proces& whose
our definition of secure contexts for a class of processes.actions are renameda the relabelling functiory; if in T
In Sections 4 and 5 we study two instances of our generalthere is at most the free variabl thenrecZ.T[Z] is the
definition through weak bisimulation and trace equivalence recursive process which can perform all the actions of the
respectively. Some conclusions are drawn Section 7. process obtained by substitutingcZ.7[Z] to the place-
holderZ in the contex'[Z].
For the definition of security properties it is also use-

ful the hiding operator,/, of CSP which can be defined as

a relabelling as follows: for a given setC L, E/v def

E[f,] wheref,(a) =aif a ¢ vandf,(a) =7ifa € v. In
practice,E'/v turns all actions irv into internalr’s.

A SPA term with free variables can be seen as an envi-
ronment with holes (the free occurrences of its variables) i
which other SPA terms can be inserted. The result of this
substitution is still a SPA term, which could be a process.
For instance, in the term.0|(I.X + 7.0) we can replace
the variableX with the proces.0 obtaining the process
h.0|(1.h.0 + 7.0); or we can replaceX by the terma.Y’
obtaining the ternk.0|(l.a.Y + 7.0). When we consider a
SPA term as an environment we caltdntext

2. Basic Notions

The Security Process Algebi&PA) [5] is a variation of
Milner's CCS [16], where the set of visible actions is par-
titioned into high level actions and low level ones in order
to specify multilevel systems. SPA syntax is based on the
same elements as CCS, i.e.: a Saif visible actions such
thatL = T U O wherel = {a,b,...} is a set ofinputac-
tions andO = {a, b, ...} is a set obutputactions; a special
action 7 which models internal computations, not visible
outside the system; a complement function £ — L,
suchthati = a, foralla € £. Act = LU {7} is the set of
all actions Functiorr is extended tolct by definingr = 7.

The set of visible actions is partitioned into two sdfsand
L, of high and low actions such tha = H andL = L. Definition 2.2 A SPA contextranged over by, D, ..., is
The syntax of SPAermsis defined as follows: a SPA term in which free variables may occur.

We can also consider a context as a derived S$68A-
structor. In fact it can be used to build SPA terms from
whereZ is a variableq € Act, v C L, f : Act — Act is ;ets of SPA terms. Its arity is determined by the number of
such thatf(a) = f(a), f(r) = T,_f(H) C HU {r}, and its free variables. For instanc€|X can be seen as a con-

T:=0|Z|aT|T+T|T|T|T\v|T[f]]|recZT

F(L)C Lu{r structor of arity 1 which transforms any procdssnto the
We apply the standard notionsfoée andbound(occur- para_llel composition with itselffs| E. .
Given a contextC, we use the notatiod'[Y7,...,Y,]

rences of) variables in a SPA term. More precisely, all the

occurrences of the variablé in recZ.T arebound while to stress the fact that we are interested only in the free
Z is freein a termT if there is an occurrence &f in T occurrences c.)f the \{arlabléi, .., Y in C. The term
which is not bound. C[T1,...,T,) is obtained fromC[Y3,...,Y,] by replac-

ing all the free occurrences &f;,...,Y,, with the terms
Definition 2.1 A SPA processis a SPA term without free  11,---,Tn, respectively. —For instance, we can write

variables. We denote b§ the set of all SPA processes, C/[X] = h.0|(l.X + 7.0) or D[X] = (I.X + 7.0)[Y or
ranged over byZ, F, . . ., and by the set of all high level ~ C'[X] = Y[h.0. Hence, the notatio'[1.0] stands for

processes, i.e., those constructed only using actionsgelo INote that in CCS the operatirrequires that the actions @ \ v do
ingto H U {r}. not belong tav U .




Prefix

a

alk = F

B % E By % E)
Sum
B+ E, % Ef B+ Ey % E)
E % B E, % B B S E B LR
Parallel
E1\|Ey % E}|E, Ey|Ey % Ey|E) E\|Ey - E}|E}
- ESFE .
Restriction ifadov
E\v3 E'\v

_ ESFE

Relabelling e
E[f] = E'[f]
. TrecZ.T[Z]] % E'

Recursion

recZ.T(Z] % E'

Figure 1. The operational rules for SPA

h.0[(I.h.0 + 7.0), while D[1.0] = (I.h.0 + 7.0)|Y and
C'lh.0] = Y|h.0. Note that the notatio'[Y7, ..., Y]
implies neither that all the variablés, ..., Y,, occur free

oner labelled transition while== means zero or more
labelled transitions).
The weak bisimulatiorrelation [16] equates two pro-

in the context nor that they include all the variables occur- cesses if they are able to mutually simulate their behavior

ring free in the context. Note also thatlif’ is a variable
not occurring inrecZ.C[Z] and we replace all the occur-
rences ofZ in recZ.C[Z] by W we obtain the process
recW.C[W] (a-conversion) which is semantically equiva-
lent torecZ.C[Z]. Nevertheless, the two termscZ.C[Z]
andrecW.C[W] represents two different contexts.

The concept obbservation equivalends used to estab-

step by step. Weak bisimulation does not care about inter-
nalr actions.

Definition 2.3 [Weak Bisimulation] A binary relatioiR C
& x &€ over processes isweak bisimulatiorif (E, F) € R
implies, for alla € Act,

lish equalities among processes and it is based on the idea ® If £ — E’, then there exist$” such thatF’ —- F”

that two systems have the same semantics if and only if they
cannot be distinguished by an external observer. This is

obtained by defining an equivalence relation agerquat-

ing two processes when they are indistinguishable. In this

paper we consider the relations nanveelk bisimulation
~p, andtrace equivalencex.

Let us first introduce the following auxiliary notations.
Ift =ay---a, € Act* andE % ... 23 F’, then we
write E 5 E’ and we say thaf’ is reachablefrom E.
We also writeE == E’ if B(5)* & (5) .- (D) &
(5)*E’ where(5)* denotes a (possibly empty) sequence
of 7 labelled transitions. If € Act*, thent € £* is the
sequence gained by deleting all occurrencesfobm¢. As
a consequencdy =% E’ stands forE =% E'if a € L,
and forE(5)*E’ if a = 7 (note that== requires at least

and(E’, F') € R;

o if % F', then there exist&’ such thatE == E’
and(E', F’) € R.

Two processe®’, F' € £ areweakly bisimilar denoted by
E ~p F, if there exists a weak bisimulatidR containing
the pair(E, F).

The relationxp is the largest weak bisimulation and it is
an equivalence relation.

Thetrace equivalenceelation equates two processes if
they have the same sets of traces, again, without considerin
ther actions.

Definition 2.4 [Trace Equivalence] For any proceBsc £
the set of trace§'r(E) associated with® is defined by:



Tr(E) = {t € £*|3E' E == E'}. Two processeg, F €
& aretrace equivalentdenoted byE ~; F, if Tr(E)
Tr(F).

Trace equivalence is less demanding than weak bisim-

Example 3.2 Let ~ and-; be an observation equivalence
relation and an operation on processes, respectively. Let
P ={F}andC = {{.X 4+ 1Y + hY}, with! € L and

h € H. To prove thatC is secure forP with respect to

the variableX we have to prove that for ali" € £ it holds

ulation, hence if two processes are weakly bisimilar, then; g 1 | F + h.F ~, I.E, + I.F + h.F. Similarly, to prove

they are also trace equivalent.
Following [16] we extend binary relations on processes
to contexts as follows.

Definition 2.5 [Relations on Contexts] LeR be a binary
relation over processes, i.e., a subsefof £. Let C and
D be two contexts andY,...,Y,} be a set of variables
which include all the free variables ¢f and D. We say
thatC R Dif C[E:,...,E,] R D[E:,..., E,]forall set
of processe$F;, ..., E,}.

In the case of weak bisimulation, applying the above defini-
tion we have that two contexts are weakly bisimilar if all the
processes obtained by instantiating their variables are pa
wise bisimilar. For instance, using our notation, the ceiste
CX]=aX +7.Y andD[X] = a.7.X + 7.Y are weakly
bisimilar since for allE, F € £ it holdsa.F + 7.F ~p
a.7.FE + 7.F. Notice that not all the free variables 6fand

D were explicit in the notatio@[X] and D[ X]. However,
Definition 2.5 requires the instantiation of all their fresriv
ables.

3. Secure Contexts

In this section we introduce our notionsdcure contexts
for a class of processed his notion is parametric with re-
spect to an operation used to characterize the low level
behavior,E;, of a process, and an observation equiva-
lence~ used to equate two processes. We denote fihe
relation~ on the low level views of processes, i.€.,~; F’
stands folE; ~ Fj.

Definition 3.1 [Secure Contexts for a Class of Processes]

that C is secure forP with respect to the variabl® we
have to prove that foralt’ € £itholdsl.F+1.E+h.E ~,
l.F+1.E;+ h.E;. The clasg is trivially secure forP with
respect to the variablg, since for allF, G € £ it holds that
ILF+1.G+hG~ I.F+1.G+hG. m|

In the rest of this paper when we say tldat secure fofP
we are implicitly referring to the variabl¥.

The intended meaning of our security definition is that
a low level observer cannot distinguish the interactions be
tween a proces® € P and a contextU € C from the
interactions between the low level viely of £ andC. If,
accordingly with our intuition £, represents the low level
behavior of ' then our definition is clearly in the spirit of
thenoninterferencechema proposed in [9].

Let us analyze the definition in the case in which only
one process and one context are involved. The definition
can be read from two points of view: security for the process
and security for the context. On the one hand, if a context
C'is secure for a proceds, thenE can safely interact with
C (security for the process), since is not able to reveal
to the low level users any high level information contained
in E. In fact, it is revealed only the information that would
be revealed by the interaction wify. On the other hand,
if a contextC' is secure for a proceds, thenC' can safely
interact with 2 (security for the context). In facty is able
to reveal the same information which could be revealed by
E; that cannot interact with the high level actions(of In
the introduction we gave a first example fitting with the first
situation. Here we add two more examples to explain the
two points of view.

Example 3.3 [Security for the Processes] Suppose that

Let ~ and-; be an observation equivalence relation and an Wholesaler Itds a wholesale company which does not sell

operation on processes, respectively. Cdbe a class of
contexts,P be a class of processes, aikdbe a variable.
The classC is secure for the clas® with respect to the
variable X if for all C[X] € C and for allE € P,

C[E] ~ C[E1].

In this definition the variableX is used to determine the
“holes” in C' which are intended to be filled in bly. Recall
that X might not occur free irC. In this case” is trivially
secure (by reflexivity of-). Moreover, inC there can be
other free variables different frotd. In this case we have to
apply Definition 2.5 and instantiate the other free variable
in all the possible ways.

its products directly to the final users but only to the shop-
keepers. Thus the price of its products can be seen as a con-
fidential data that only th&holesalels customers (shop-
keepers) are allowed to know. On the other hand the com-
pany advertises its products both to shopkeepers (high leve
and to potential (low level) users. Consider a Java applet
downloadable from the site &/holesaleftd which should
allow the shopkeepers to get confidential data like prices
and the rest of the world to get a product list with generic
information about the products. The applet opens a window
with two buttons: the first button allows to read the prod-
uct list, while the second one allows to read the price list,
provided a password is inserted. lretD_SHOPKEEPERDE

the high level action representing the fact thats waiting



for a password from a shopkeeper before showing the pricestock market’s quotations for this operation). Obviousgly

list. We assume that this is the only protection for the con- Earnerdoes not want that someone knows if his investments
fidential data in E. The appldt can be represented by the are good or not. The machine bfr Earnercan be in one
following SPA process, of the following states:

PWD_SHOPKEEPERPRICES+ PRODUCTS X|Goobn.o or X |BAD.SUGGESTIONSO

Wholesalerdoes not want the applet to be executed on a Which we assume to correctly represent the reality of his
machine (context) which reveals some high level informa- investments. In the first cagdr Earnerinvestments are
tion (e.g., the price list) to non authorized users. Let us 90od and this fact can be revealed through the high level
consider two possible contexts. L& be the machine of outputGooD. In the second casklr Earnerinvestments
the high level user in which the password has been storec®'® bad, hence after the high level output his machine is

(in a cookie). TherC; can be represented by a term of the eady to have in input some suggestions through the high
form level input actionSUGGESTIONS Mr Earnerwants both

X |PWD_SHOPKEEPERO. contexts be secure with respect to his investment program.

Let us assume thatlr Earnerinvestments are good, i.e., we

In this case high level infor_mation can be revealed: when -gnsider the first contektLet E; be the following program
a low level user interacts wité’;[E], he (she) can read the

price list. Hence(; cannot be considered secure for CHECK.(GOOD.0 + BAD.CHECK.SUGGESTIONSO),
Another more involved context is, for instance, a machine o ]

C» shared between high and low level users such that onlyWhere the only low level action is the inpaHeCK. By
high level users (shopkeepers) can read the price listewhil observing thatf; has not checked a second time on the

low level ones can read the product list: stock marked, a low level observer could be able to deduce
that Mr Earnefs investments are good. Hence, in both
PWD_HIGH.(X |PWD_SHOPKEEPERD) + PWD_LOW.X. cases the context representigr Earnefs machine is

not secure with respect tb;. However, it is secure with
In this case the flexibility of the context is obtained by spli  respect to the prograifi, of the form
ting Cs into two non-deterministic components: the first
one manages the interaction with high level users and has CHECK.( GOOD.CHECK.0 +
in memory the shopkeeper's password; the second one in- BAD.CHECK.SUGGESTIONSO + CHECK.0 )

teracts with low level users and does not provide any passyhich always performs a second check. Notice, that this
word. Note that if a high level user interacts with [£] by behavior recalls the case of military radio transmissidns.
inserting the passworewD_HIGH, the PRICESCOmMponent  order to avoid that someone knows when some information
becomes accessible to low level observers. This can be seefas peen transmitted, evenyinstants a message is sent.
as the possibility for the high level user towngradethe  Only one of the messages contains the real information.
level of the information stored in the price-list. Intuily, Finally, if the market is “stable” and the elaboration of
the processr described here does not satisfy information the information inMr Earnefs file is “fast”, the following
flow security properties such as noninterference [17]. How- programf; can be used

ever, whenever downgrading is a high level user decision, it

is reasonable to assume that the conféxis secure fol&. CHECK.(GOOD.0O + BAD.SUGGESTIONSO).

It performs the low level input only once before analyzing

Example 3.4 [Security for the Contextsyir Earnerhas on the situation of the investments and gives its suggestisns u
his own machine”’ some files containing the information ing the cached data. Also in this casér, Earnefs machine
about his investments. He would like to check whether they iS secure with respect to this investment progiggn =~ O
are profitable and, if they are not, to have some suggestions
aboEt how to change thém. He installed on his m%?:hine a. When the clas_§ has or_wly one elemeldf we say thatt
program which is able to check on the stock market throughIS secure fofP. Similarly, in the case in whic® has only
an Internet connection, reads his investments files and per-one elemenE we say that the clagsis secure for the pro-

forms some computations to determine whether the invest-CESSE- I a contextis secure for a clagsof processes, then

ments are profitable or not. If the investments are goingg';assscz;ecﬁl:tz;z ?SlIégguilét}f)lrazsez?;gatlﬁgr?l;:);hZ
bad, the program checks again on the stock market, for bet- P '

ter opportunities. The second check on the stock market issubc_lasses of are secure foiz. In the general case we
obtain the following result.

recommended since it allows to use the last quotations for
computing suggestions (it is preferable not to use the @hche  2All the considerations which follow hold also for the secammhtext.




Proposition 3.5 Let C; C C, be two classes of contexts, to the second prograifi,. Indeed,E> never reveals to low

P1 C P» be two classes of processes, ande a variable. level users the situation dffr Earnefs investments, since

If Cs is secure forP, with respect taX, then(; is secure a second check on the marked is performed in any case.

for P, with respect taX . For instance, using the first context of Example 3.4 we ob-

tain thatC[Es] \ H = CHECK.(7.CHECK.0 4+ CHECK.0) is

Definition 3.1 introduces a general security notion. To weakly bisimilar toC[E, \ H] \ H = CHECK.CHECK.O0,

analyze it more concretely it is necessary to instantiate th hence the security property holds.

observation equivalence and the operation; defining the The third programF; of Example 3.4 satisfies that

low level view of processes. A reasonable requirementto C[E;] \ H ~p C[Es \ H]\ H for both the contexts, as
get useful instances is that of using a decidable equivalenc it can be easily checked. O
and a computable operation.

In the next two sections we consider two instances of our  USing this first instance we find an interesting connec-
framework. We study the properties of these instances andion between our security definition and the security pro-

their connections with some security notions coming from Perty known a8NDCand proposed by Focardi and Gorri-
the literature. eri in [4]. The security propertBNDCis based on the idea

of checking the system against all high level potential in-
. . . . teractions, representing every possible high level maligi
4. Flrs_t I_nStance' Weak Bisimulation and Re- program. In particular, a proce#sis BNDC if for every
striction high level processI a low level user cannot distinguidh
from (E|II), i.e., if IT cannot interfere with the low level
We analyze the properties of our security definition by execution ofE.
instantiating the observation equivalenceand the opera-
tion - ; as follows: ~ is =~ (weak bisimulation) and, is
-\ H (restriction on high level actions). Using such an in-
stance, a class of contexiss secure for a class of processes

Definition 4.3 [BNDC] Let E € £. E € BNDC if for all
II € €y,
E\ H ~p (E|I)\ H.

P with respect to a variabl& if for all C[X] € C and for The following lemma states that the set of contexts of the
all E € P, form X |IT with IT € £y characterizes the class BNDC
processes.

C[E]\ H =p C[E\ H]\ H.

Lemmad.4dletE € £&. E € BNDCiff CIE|\ H =p

In the rest of this section we refer to this instance of our ¢[E\ H]\ H for all contextsC[X] = X | with IT € £x.
security property.

. . PROOF See Appendix. m|
Example 4.1 Consider again Example 3.3 where con-

fidential data are protected only by the password Example 4.5 The proces€ in Example 3.3 is not BNDC
PWD_SHOPKEEPER Assume thaPRODUCTSandPRICES process. In fact, the conteX|PWD_SHOPKEEPERO is a
show the list of products and of prices to any (low or high) context of the formX |IT with IT € £y and it is not secure
user asking for them. In SPA this behavior is obtained by for E, hence by Lemma 4.4 we obtain thatis notBNDC.
creating two output actions for both the product and the However, as shown in Example 4.1, there are complex con-
price list, one for the low level users and the other for the texts in whichE can be safely executed.
high level ones. Both processeg; and E'3 of Example 3.4 can be proved
to beBNDC process. |

PRODUCTS= PROD.LIST-H.0 + PROD.LIST-L.0 _ i )
PRICES= PRICELIST-H.0 + PRICELISTL.O. In Subsection 4.1 we identify two classes of contexts

which are secure for all the processes. Then, in Subsec-
Cy[E])\ H = 7.PRICELISTL.0 + PRODLIST_L.0 is not tion 4.2 we concentrate on classes of processes character-
weakly bisimilar toCy[E \ H] \ H = PRODLIST.L.O0. ized by some security notions (basically we will consider
Indeed, a low level user interacting with; [E] can read subclasses @NDC) and analyze whether there exist larger
the price list, thus leaking confidential data. On the other classes of secure contexts for them.
hand, bothC>[E] \ H andCy[E \ H| \ H are bisimilar to
PWD_LOW.PRODLLIST_L.0, according to the intuition that 4.1. ~p Instance: Secure Contexts for a generic
O, is secure for¥. O classp

Example 4.2 In Example 3.4 we said that both the contexts ~ Next theorem provides a compositionality result for se-
representingVir Earneis machine are secure with respect cure contexts with respect to any class of processes.



Theorem 4.6 Let P be a class of processes. lebe the
class of contexts containing all € &; all variables; all
contexts of the formy_, ., 1;.Ci+3_), ¢y hy-Dj, with the
C;’s secure forP with respect taX; all contextsC' \ v and
C[f] with C secure forP with respect toX. ThenC is
secure forP with respect taX.
PROOFE See Appendix. O
Notice that it does not hold that & and D are secure

for P, thenC|D is secure fofP. This is a consequence of
the fact that we do not know anything about the clRss

Example 4.7 Consider the clas® = {E} where E =
h.l.0 + h.0. The contextX is secure forP (see Theo-
rem 4.6), but the context | X is not secure foP. O

Observe that Theorem 4.6 does not provide a decidabi-
lity result. For instance, if we know that' is secure for
P, then we can deduce théat\ v is secure forP, but, in
general, we cannot use Theorem 4.6 to prove that C
and thus it is secure faP.

Hereafter we characterize a decidable class of contexts
which are secure for all the processes (i.e., for a generic

classP). Obviously we want the class to be as large as
possible. In order to obtain the decidability of the class we
require a compositionality structure, i.e., contexts arédb
only using sub-contexts which belong to the class. In order
to ensure security we do not use the parallel composition
when the context is not a closed term (see Example 4.7).

Definition 4.8 [The ClassC,] Let C, be the class of con-
texts which contains all the SPA processes, all the varsable
and is closed with respect to the following constructors:
Zie[ a;.Y; (with a; € Act), Y \ v, Y[f], recZ.Y.

Notice that ifC[Y], D € Cs, then we have’[D] € Cs.

The clas<C; is decidable, in fact it is easy to define a
proof system whose proofs correspond exactly to the con-
structions of the contexts if.

Example 4.9 The contextsX, Y and Z belong toCs.
Hence, by using the constructaly; +b.Ys +¢.Y3, the con-
texta.X 4+ 0.Y + ¢.Z belongs tcCs, and then, by using the
recY.W constructor, the contexecY.(a.X + b.Y + ¢.Z)
isinCs. O

All the contexts inC, are secure for all the processes, as
it is stated by the next theorem. The following lemmas are
used in its proof.

Lemma 4.10 The relationr g is a congruence in the class
C, with respect to its constructors.

PROOFE See Appendix. O

Lemma 4.11 Let P be a class of processes afifiX] € C;
be secure foP with respect taX. The contextecY.C[X]
is secure fofP with respect taX.

PROOFE See Appendix. ]

Theorem 4.12 Let P be a class of processes aidbe a
variable. IfC € C,, thenC is secure fofP with respect to
X.

PrRoOFE The proof follows by induction on the structure of
the contexC.

e C € £. We have already proved in Theorem 4.6, that
C'is secure fofP.
C =Y. Again, this has been proved in Theorem 4.6.

C = > ,c;a:.C;. By induction on theC;'s and by
Lemma 4.10 we have the thesis.

C = C; \ v. By induction onC; and applying
Lemma 4.10 we obtain the thesis.

C Ci[f]. Again, by induction onC; and
Lemma 4.10 we get the thesis.

C = recY.C;. By induction onC; and Lemma 4.11
we have the thesis.

O

Example 4.13 Let C be a machine shared between one low
level user and one high level user. When one of the two
users is logged, the machine cannot be used by the other
one. The logged user can execute his program or a new
program which has been downloaded from the web. The
programs of both the users always terminate and at the end
of their executions the other user can take the control. Let
PWD_HIGH be high level action representing the input of
the high level user password. Moreover,d¢eL L _PROGH

be the high level call to the program aEBX_PROGH its
execution. Finally, lecALL _WEB_H be the high level call

to the program downloaded from the web. All the low level
actions are similarly defined. Heneg has the form

recY.( PWD_HIGH.( CALL_PROGH.EX_.PROGH.Y
+ CALL_WEB_H.X )
+ PWD_LOW.( CALL_PROGL.EX_.PROGL.Y
+ CALL_WEB_L.X ))

SinceC belongs td’s, C is secure for the program coming
from the web with respect t& . |



As shown in Example 4.7, without assumptions on the Definition 4.16 [P-contexts] LetP be a class of processes
classP the contexts built using the parallel operator can- andC|[X, Y7, ...,Y,] be a context whose free variables are
not be considered secure. However, as seen in the previoum {X,Y7,...,Y,}. C[X,Y1,...,Y,] is said to be aP-
examples most contexts involve the parallel operatorgsinc context with respect toX if for all £ € P and for all
itis at the core of the exchange of information between pro- Fi, ..., F,, € £itholds thatC[E, Fy,..., F,] € P.
cesses and contexts. For this reason in the next subsection
we concentrate on classes of processes for which we provéefinition 4.17 [P-secure contexts] LeP be a class of
that some contexts involving the parallel operator are se-processes. A context[X] is said to beP-secure with re-
cure. spect toX if it is a P-context with respect t& and it is

secure forP with respect taX.
4.2.~p Instance: Secure Contexts for sub-classes ,
of BNDC Theorem 4.18 Let C' and D be two contexts which are
P_BNDC-secure with respect t&. The contextC|D is

. , . P_BND('-secure with respect t& .
As stated in Lemma 4.4 some particular contexts built

using the parallel operator are secure for the cBNS®C _
Unfortunately, the decidability oBNDC is still an open ~ PROOF The fact that’| D is a P.BNDC-context follows

problem, and for this reason many sufficient conditions for from the fact that if two processes afe BNDC, then their

BNDC have been introduced and studied in the literature Parallel composition i?_BNDC'

(see [5, 7, 1]). In particular, in [1] three of these suffidien e prove thatC|D is secure for P.BNDC. If
conditions have been considered and it has been showntha; < p pypC, then by hypothesis we have
they can be parametrically characterized with respect to AC[E]\H ~p C[E\H]\H andD[E]\H ~5 D[E\H]\H.
suitable bisimulation relation. In virtue of Propositio’s3  \oreover, sinces \ H is alwaysP_BNDC we have that
all the contexts which are secure for the largest of theseC[E],C[E \ H|, D[E],D|E \ H] are P_.BNDC. Hence,

three classes, that is the one nanieBNDC are secure  py applying Lemma 4.15 to the four processes we get the
also for the other two classe®_BNDC s nothing but the  hagis. 0O

persistent version oBNDC. The persistence d?_.BNDC
has been proved to be fundamental to deal with dynamic  Notice that we can apply the theorem more than once,

contexts (see [7]). thus obtaining contexts which involve more parallel opera-
tors mixed with other operators.

Definition 4.14 [P BNDC] Let E € £. E € P.BNDC'if From Proposition 3.5 we have that the contexts which

E' € BNDC for all E' reachable front. can be proved to be secure using Theorem 4.18 are secure

also for the two subclasses £ BNDC namedSBNDC
In order to obtain that the parallel compositiGhD of (see [5]) andCP_BNDC (see [1]), respectively.
secure contexts is still a secure context we need to be able to
exchange the parallel operator with the restriction ome, i. Example 4.19 Consider the progranis, andE5; of Exam-
knowing thatC[E]\ H ~p C[E\ H|\ H andD[E|\ H ~p ple 3.4. They areP_BNDC, hence by applying Theo-
D[E\ H]\ H we want to obtain thatC[E]|D[E]) \ H ~p rem 4.18 we immediately get that the two contexts of Exam-
(C[E\H]|D[E\ H])\ H. Such property holds fd>_BNDC ple 3.4 are secure for these processes. O
processes as shown by the following lemma.
Example 4.20Let END € L be an action and® be a
Lemma4.15 Let E, F,G,K € P_.BNDC. If E\ H ~p P_BNDC process in which neith&ND norEND occur. Let
F\H andG\H ~p K\ H,then(E|G)\H ~p (F|K)\H. P.o be aclass oP_BNDC processes whose termination is
announced by the execution of aRD action. Consider the

. contextC' defined as
PROOFE See Appendix.

(X|END.E) \ {END}.

The previous lemma suggests that if we restrict to con-
texts mappind®_BNDC processes int€_BNDC processes  When in C we replace the variabl& with a process”
we obtain that the parallel composition of secure contextsi taken fromP.,, we obtain that is executed and theh is
secure. In this way we obtain the crucial result on composi- executed, i.e., we obtain a context which behaves like a se-
tionality which was missed in the previous section. quential operator. From Theorem 4.18 and Proposition 3.5,

The following definition will be used also in the next sec- we have thaf [END.F is secure fofP,,,. Hence, from The-
tion. orem 4.6, we obtain that is secure fofP,,,. O



Theorem 4.18 does not provide a decidability result. In If  we

fact, to check that a context isfa BND C-context, in gene-

ral, it is necessary to check that an infinite number of pro- 7.0 + PRODLIST-_L.0

cesses are ilP_BNDC'. The following definition chara-
cterizes a decidable class of contexts whichr&NDC-
contexts.

Definition 4.21 [The Clas<C,] Let C,, be the class of con-
texts which contains all th&_BNDC processes, the vari-
ableX,Y \ H andY/H for every variabl&’, and is closed
with respect to the following constructor®’|Z, Y \ v,
YIfl, Yier li-Zi + 32 5c,(h;.Y; + 7.Y5), wherel; € L
andh; € H.

Example 4.22 The contextsX andW \ H belong toC,,.
Hence, by using the constructbZ; + h.Y; + 7.Y3, the
contextl.(W \ H) + h.X + 7.X belongs ta’,. O

Theorem 4.231f C[X] € C, thenC[X] is P_BNDC-
secure with respect t& .

PrROOF  First we prove that all the contexts @), are

consider the context Cf, that s
X |PWD_SHOPKEEPER), we have Ci[E] \ H =
is not weakly bisimilar to
Cy[E \ Hl \ H = PRODLISTL.0. However, the
low level user cannot read the price list using this context.
He can only infer whether a high level user has used the
applet to read the price list. Since everybody knows that
there exists a price list (and thus its existence is not a
secret), in this case the use of bisimulation seems too
restrictive. Trace equivalence could be the right choice.
a

In this section we consider the following instance of our
security definition:~ is ~r (trace equivalence) and is
-\ H (restriction on high level actions). In this case a class of
contextC is secure for a class of proces$@svith respect
to X if forall C[X] € CandforallE € P,

CIE]\ H ~r C[E\ H] \ H.

In the rest of this section we refer to this instance of our

P_BNDC-contexts. This is immediate by induction on Security property.

the structure of the context. In particular, the case of the
non deterministic choice can be proved using the unwin

ing characterization d®>_BNDC presented in [2], while the

case of the parallel operator is a consequence of the fact th

the parallel composition d_BNDC processes i®_BNDC
(see [7]).

Now we prove that all the contexts if), are secure for

P_BNDC'. This is immediate by induction on the structure

d- Example 5.2 Consider the context’; and the proces®’

of Example 5.1. Using the above instance of our security

anotion,Cl is secure foty with respect taX. O

Let us consider the security property knowrNi3C (see
[5]) which is defined similarly toBNDC, but using trace
equivalence instead of weak bisimulation.

of the contexts. The basic steps are trivial. All inductive Definition 5.3 [NDC] Let £ € £. E € NDC if for all
steps follow by Theorem 4.6 except the parallel case, whichll € &y,

follows from Lemma 4.15. O

5. Second Instance: Trace Equivalence and Re-

striction

E\ H ~r (E|II)\ H.

The NDC security property is decidable as it immedi-
ately follows from the following characterization, whose
proof can be found in [5].

Sometimes weak bisimulation is too demanding since in | emma 5.4 Let £ € €. E € NDC iff E/H ~¢ E\ H.
some cases processes which are not weakly bisimilar can be

considered equivalent.

Example 5.1 Consider again the process of Example 3.3.

As in the case oBNDC, it is possible to prove that all
the contexts of the fornX |TT with II € £ are secure for
NDC processes.

Wholesaleittd could imagine that people usually set cook-

ies. Hence, it could decide to change the appletin the fol-| anmas55Let £ ¢ £ E € NDC iff CIE|\ H ~r

lowing way: if the password is inserted, then the price list C[E\ H]\ H for all contextsC[X] = X Il with II € &y.
is given, but as an encrypted file. The high level user has

to use another program to decrypt the file and this program
does not allow to store the decryption key. In this case the
price list is given in output only through a high level action
and the procesB becomes

PROOFE See Appendix. ]

In the next subsection we study contexts which are se-
cure, using this second instance, for all the processes The
in Subsection 5.2 we concentrate on the contexts secure for
the class oNDC processes.

PWD_SHOPKEEPERPRICELIST_H.0
+ (PRODLLIST_H.0 4+ PROD.LIST_L.0).




5.1. =7 Instance: Secure Contexts for a generic Theorem 5.10Let C' and D be two contexts which are
classp ND(C-secure with respect t& . The contexC'|D is NDC-
secure with respect t& .
Since trace equivalence is less demanding than weak
bisimulation we immediately obtain that the contexts which PRoOF The fact thatC| D is a ND C-context follows from
were secure in the previous section are secure also in thighe fact that if two processes aneDC, then their parallel
section. composition isNDC.

Theorem 5.6 Let C be a class of contexts aribe a class ~ We prove that’| D is secure foNDC. If E' € NDC, then
of processes. I€[E]\H ~p C[E\H]\H forall C[X] € C by hypothesis we have'[E] \ H ~p C[E\ H]\ H and
andforallE € P, thenC[E]\ H ~r C[E\ H|\ H forall ~ D[E]\ H ~r D[E\ H]\ H. Moreover, sincé \ H is al-

C[X] e CandforallE € P. waysNDC we have thaC[E], C[E \ H|, D|E], D|[E \ H]
are NDC'. Hence, by applying Lemma 5.8 to these four

PROOF Immediate consequence of the fact that if processes we get the thesis. O

E ~p FthenE ~p F,forall E,F € £. O

Theorem 5.10 does not provide a decidability result. In
This means that the class of contexts of Theorem 4.6 andthe following definition we characterize a decidable class
the classC, are secure for a generic clasof processes  of NDC-contexts, which is the analogous of the clés®f
also with the second instance of our definition. Next theo- Definition 4.21.

rem shows that we can enlarge the class of secure ConteXtBefinition 5.11 [The Clas<C,] Let C, be the class of con

foranyP. ) . :

yp texts which contains all th&/DC' processes, the variable
Theorem 5.7 Let P be a class of processes andbe a  X,Y \ H andY/H for every variablé”, and is closed with
variable. A context of the forny>._,; Ci + >, .y hj.D; respect to the following constructorsY with [ € L, Y|Z,
is secure fof® with respect taX if C; is securé fofP with Y\v,Y[fl,Y +Z,hY +7.Y withh € H.

respecttaX foralli & 7. Theorem 5.121f C[X] € C, thenC[X] is NDC-secure
PROOFE See Appendix. O with respect ta¥’.
PrROOFE First we prove that all the contexts @), are
NDC-contexts. This is immediate by induction on the
structure of the context. In particular, we use the fact
that trace equivalence is a congruence with respect to non
deterministic choice, the fact that £, F € NDC then
E|F,E\ H € NDC (see [4]).

Now we prove that all the contexts ify, are secure for
Here we rediscover the analogous of the results proved inVDC.  This is immediate by induction on the structure
Subsection 4.2 foP_.BNDC processes, in the case NDC of the context. The basic steps are trivial. As weak
processes. In particular, the following lemma is the corre- bisimulation implies trace equivalence, all the inductive
spondent of Lemma 4.15. steps follow by by Theorem 4.6 except cases of parallel
and nondeterministic choice. The parallel step follows by

LemmaS8LetE, F,G,K € NDC. f E\ H ~r F\ H Lemma 5.8. Finally, letC[X] and D[X] be secure for

Notice that, also in this case it does not hold thét #ind
D are secure foP, thenC|D is secure fofP. The contexts
and the process presented in Example 4.7 witness this fact

5.2. ~7 Instance: Secure Contexts forN DC pro-
cesses

andG \ H ~p K\ H, then(E|G) \ H =7 (F|K)\ H. NDC, ie. Tr(C[E]\ H) = Tr(C[E \ H]\ H) and
. Tr(D[E|\H) =Tr(D[E\H]\H)forall E € NDC, then
PROOF. See Appendix. B Tr(CIE)+DIE)\H) = Tr((C|E)\H)+(D[E]\H)) =

: : . . Tr(CIE]\ H) UTr(D[E|\ H) = Tr(C[E\ H|\ H) U
This allows us to obtain the following result which states Tr(D[E\ H]\ H) = Tr(C[E \ H] + D[E \ H]) for all
that contexts obtained using the parallel operator arersecu p, e NDC, so we conclude thaf[X] + D[X] is secure for
for NDC processes when the two contexts which are put¢,. xpe. ’ O

in parallel are secure and m&yDC processes intdNDC

processes. 6. Related Works

Definition 5.9 A contextC[X] is said to beNDC'-secure
with respect taX if itis a NDC-context with respect t& Since the seminal work by Goguen and Meseguer [9],
and it is secure foNDC with respect taX. noninterference plays a central role in the formalizatibn o



the notion of confidentiality. Nevertheless, many authors parametric with respect to a class of contexts and thus not
notice that it is too demanding when dealing with practical limited to contexts of the fornX |II, with IT € .
applications. In [18], Ryan and Schneider notice thatnbrea  On the one hand our notion can be used to restrict the set
policy ever calls for total absence of information flow over of possible attackers: e.g., when it is not reasonable to as-
any channel, and that in any case this would not be achiev-sume that an attacker has the ability to perform any high
able. Thus, they point out the need of investigating gener-level action. This seems reasonable in practical applica-

alizations of the notion of noninterference to allow forpar

tions: for instance, when we assume that no all high level

tial or conditional flows and introduce a general definition passwords can be guessed.

of noninterference. They also discuss how such a general-
ization could be appropriate to deal with realistic praatic
situations, e.g., with policies that allow for automatiewte
grading of certain statistical information from a database

On the other hand our notion allows us to enlarge the

set of possible attackers, since SPA operators can be freely
combined in the context construction.

Moreover, the possibility of using low level actions in

Our definition follows the spirit of [18] and generalizes the puilding contexts is useful when we reverse the point of

formalization presented in that paper by allowing the use view, i.e., when we are interested in the security of the con-
of more structured contexts and not considering only trace-texts with respect to a class of processes.

based equivalences.

We studied two instances of our general definition with

In [12], Martinelli observes that security properties can \eak bisimulation and trace equivalence. We characterized

be naturally described as properties of open systems, i.e.decidable classes of secure contextsfdNDC andNDC
systems which may have unspecified components. Thesgyocesses.

may be used to represent a hostile intruder whose behavior - ap interesting future issue could be the reformulation of
cannot be predicted or a malicious system component. Theyy security property in richer languages (emgcalculus).

verification mechanism proposed in [12] consists of check-
ing that, for any instance of the unknown component, the

resulting system satisfies a property expressed in a formulg®cknowledgements

of a suitable temporal logic. In order to make decidable
the verification problem, Martinelli does not consider con-
structs for modelling recursion.

Secure contexts are also studied by Sabelfeld and Mante
in [19] where they propose a timing-sensitive security def-

We would like to thank Francesco Dalla Libera for the help-
ful discussions and the anonymous reviewers for their com-
rnents and suggestions.

inition for programs in a simple multi-threaded language. References

Sabelfeld and Mantel give a syntactic characterization of a
class of contexts in their language which preserve security
i.e., they are secure whenever one substitutes holes with se
cure programs. This, in a sense, corresponds to our general
definition of P-secure contexts. In particular, their defini-
tion of secure contexts is based on a “hook-up” (composi-
tionality) property [13] of their notion of security. That i
contexts just reflect the compositionality property of thei
security notion. Actually the compositionality of secwyrit
properties is a fundamental issue in the incremental defi-
nition of secure systems (see [15, 23, 21]). In this work
we point out a strong relation between the compositionality
properties of a clas® of processes and the composition-
ality properties ofP-secure contexts (see Theorem 4.18).
Moreover, we can use our definition of secure contexts to
identify new classes of secure processes.

7. Conclusions

We presented a generalization of the notion of noninter-
ference which is more flexible than the one introduced by
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flexibility is a consequence of the fact that our notion is
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A. Proofs

Proof of Lemma 4.4 (=) If E € BNDC, then(E|II) \
H ~p E\ H. Moreover,E \ H is always inBNDC and
E\H\H =~ F\ H, hence(E \ H|Il) ~p E\ H.
So by transitivity of~p, we obtain that F|II) \ H ~p

(E\H|I)\ H.
(<) SinceFE\ H is always inBNDC andE\ H\ H ~p
E\ H,weobtainE[Il)\ H ~p (F\H|I)\H ~p E\H.
O

Proof of Theorem 4.6

-SinceF' \ H ~p F\ H for eachF < &, F is secure for
P.

-SinceE\ H =~ E\ H\ H forall E € £ any variableY”
is secure fofP.

-LetC[X] =3 e li-Cit 3y, e 1Dy, With C; secure
for P for all i. We prove thaC[E]|\ H ~p C[E\ H|\ H
forall E € P.If C[E]\ H % C’, thena € L. Hence, there
existsi such that: = [; andC’ = C;[E] \ H. So we have
thatC[E \ H]\ H % C;[E \ H]\ H, and since’;[X] is
secure forP it holds thatC;[E] \ H ~p C;[E \ H] \ H.
Similarly, if C[E \ H]\ H % ¢, then there existssuch
thata = [; andC’ = C;[E \ H|\ H. Hence, sinc&;[X]
is secure fof® we obtain that[E] \ H % C;[F]\ H with
C,[E)\ H ~p C[E\ H]\ H.

-LetE € P. FromC[E]\ H ~p C[E \ H]\ H we obtain
CIE|\H\v =g C[E\ H]\ H\v, henceC[E|\v\ H ~p
CIE\ HJ\v\H.

-LetE € P. We prove thaC[E][f]\ H =p C[E\ H][f]\
H, wheref maps high actions i/ U{7} and low actionsin
LU{r}. f C[E][f]\ H = C’, thenC’ = C"[f] and there

existsb such thatf(b) = a andC[E] \ H L ¢”. Hence,
C[E\H|\H X ¢ with C" ~5 C". So we obtain that
CIE\H|[f]\ H = C"[f]with C"[f] =5 C""[f]. D

Proof of Lemma 4.1Q The only non trivial case is the
“Recursion”. GivenC,D € Cs with C ~p D we have
to prove thatrecY.C ~p recY.D. Without loss of gen-
erality we can assume that[Y] and D[Y] have at most
the single free variabl®. The general case follows from
Definition 2.5. In fact, suppose that[Y,Y;...Y,] ~p
D[Y,Y;...Y,], then for any choice ofF; ... E, € &
we haveC|Y,FE;...E,] ~p D|Y,F;...FE,], and thus
recY.C|Y,E; ... E,] ~p recY.D|Y, E; ... E,]; therefore
recY.C[Y,Y1...Y,] =p recY.D[Y,Y7...Y,].

Let us define the relatiof C C, x C, as follows:

S = {(G[recY.C[Y]],GlrecY.D[Y]]) |
C,D,GeCs,CrpD,
andG contains at most one variabjle

Note that, since we assumed tldaand D have at most the

single free variabl&”, the variables that occur bound @
do not occur free il andD.

It will be enough to show tha$ is a weak bisimulation
up toxp. From this it followsrecY.C[Y] =p recY.D[Y],
by takingG = X.

We prove that ifG[recY.C[Y]] % P then there ex-
istQ,Q" € Cs with (P,Q") € S andG[recY.D[Y]] ==
Q=~p Q"

The converse follows by the symmetry 8f

We prove the claim by induction on the depthof the
inference used to obtaifi[recY.C[Y]] - P.

Base d = 0.

If G[recY.C[Y]] =% P with an inference of depth, then
the rule “Prefix” has been applied, add X] = o.G'[X],
so P = G'[recY.C[Y]], with G’ € Cs;. Hence, also
G[recY.D[Y]] = a.G'[recY.D[Y]] -% G'[recY.D[Y]]
and we have thgiG’' [recY.C[Y]], G'[recY.D]Y]]) € S, as
required.

Induction step We proceed by cases on the structure of
the contex@:

-G € £. We haveG[recY.C[Y]] = G[recY.D[Y]] =
G, hence we immediately obtain the thesis.

-G = X. ThenreY.C[Y] % P has been
deduced by applying the “Recursion” rule at the last
step. SoC[recY.C[Y]] %+ P with a shorter inference.
Hence, by induction there exi€d, Q' € C;s such that
ClrecY.D]Y]] == Q ~p Q' with (P,Q’) € S. But also
C[Y] ~p D[Y] and thusD[recY.D[Y]] == Q" ~p Q.
Since,D[recY.D[Y]] ~p recY.D[Y], we have that it holds
recY.D[Y] == Q" with Q" ~p Q" ~5 Q ~p Q.

-G = Y,a;.Gi. ThenY,a;.GifrecY.C[Y]] % P
by applying the “Sum” in the last step. So, there exists
i such thata;.G;[recY.C[Y]] = P. Hence, it must be
P = Gi[recY.C[Y]], with G; € Cs. By applying the
same rules@G[recY.D[Y]] == Q = Gi[recY.D[Y]], and
(P,Q) € S.

-G = Gy \ v. ThenGy[recY.C[Y]]\ % P by apply-
ing the rule “Restriction” in the last step. SB,= P’ \ v,
a ¢ vandGi[recY.C[Y]] = P’ by a shorter inference.
By induction onG; € Cs, there existQ,Q’ € C, such

that Gi[recY.D[Y]] == Q ~p Q' with (E',Q’) € S.
Hence, we concludé' [recY.D[Y]] \ v == Q \ v, with
Q\v=p Q \vand(P,Q \v) € S by construction of
S. Infact, (P, Q') € S implies that there exists a con-
text H[X], with only a free variableX, such thatP’ =
HlrecY.C[Y]] and Q" = HJrecY.D[Y]]. Hence,P =
P'\v=HrecY.C[Y]]\vandQ'\v = H[recY.D[Y]]\v.
-G = G1[f]. ThenGy[recY.C[Y]][f] = P by apply-
ing the rule “Relabelling” in the last step. SB, = P’[f],

a = f(a’), andG;[recY.C[Y]] < pr by a shorter infer-



ence. By induction there exisp, Q' € C, such that it
holds G4 [recY.D[Y]] =% Q ~p Q' with (P',Q') € S
Hence, we concludé&[recY.D[Y]][f] ) Ql[f], with

Qlf] = Q'[f] and(P,Q’[f]) € S by construction.

- G = recZG[X,Z)]. Then we have
that recZ.Gi[recY.C[Y], Z] % P Dby apply-
ing the rule “Recursion” in the last step. So,

Gi[recY.C[Y],recZ.G[recY.C[Y],Z]] = P with a
shorter inference. Hence, by induction there egst)’

a

Cs such thatGy[recY.D[Y],recZ.G1[recY.D|Y], Z]] =
Q ~p Q' with (P, Q") € S.
Since Gi[recY.D[Y],recZ.Gy[recY.D[Y], Z]]

~

~p
recZ.Gi[recY.D]Y],Z] we can conclude that
Gi[recY.D[Y],recZ.G1[recY.D[Y], Z]] == Q" =g
Q~p Q. O

The next Lemma is used in the proof of Lemma 4.11.

LemmaA.l LetC € C;. ThenrecY.(C\ H)\ H ~p
(recY.C)\ H.

PrRooOF Without loss of generality we can assume that only
the variableY occurs free in the context. The general
case follows by Definition 2.5. Lef be defined as

{(G[(recY.(C\H)\ H, G[recY.C]\H) | G[X],C € Cy}.

We prove thatS is a strong bisimulation. From this the
result follows by considering'[ X| = X.

Note that, sinc& has at most the single free variatie
the variables that occur bounddhdo not occur free i

To prove thatS is a strong bisimulation we prove:

(1) if G[recY.(C \ H)]\ H % P then there exist§) such
that(P,Q) € S, andG[recY.C]\ H % Q

(2) if G[recY.C]\ H % Q@ then there exist® such that
(P,Q) € S andG[recY.(C\ H)]\ H % P

for any pair(GlrecY.(C'\ H)]\ H,G[recY.C]\ H) in S.

The proof proceeds by induction on the depttof the
inference used to prov€[recY.(C' \ H)]\ H = P or
GlrecY.CI]\ H % Q.

Based = 1.

(1) If GlrecY.(C'\ H)] \ H % P with an inference of
depth 1, then the rules “Restriction” and “Prefix” have
been applied. Hence, we ha@X] a.G'[X] and
P = G'[recY.(C\ H)]\ H. By applying the same rules to
G[recY.C] \ H we obtain thatG[recY.C] \ H % Q with

Q = G'[recY.C] \ H. SinceG € C,, it holds thatG’ € Cs,

hence(P, Q) € S.
(2) Similar to the previous case.

Induction stepWe proceed by cases on the structure of the
contextG|[X].

- G[X] € €. Trivial.
-G X =X.

(1) Let (recY.(C\ H))\ H % P. ThenP = P'\ H
andC[recY.(C' \ H)]\ H % P’ by a shorter inference.
This implies thatP’ is free from high level action, i.eP =
P\ H = P’. Hence, by inductive hypothesis, there exists
Q such thaf P, Q) € S, andC[(recY.C)] \ H % Q. So,
(P,Q) € Sand(recY.C)\ H % Q.

(2) Let (recY.C) \ H % Q. Then@Q = @'\ H and
ClrecY.C] \ H % Q@ by a shorter inference. Hence, by
inductive hypothesis, there exisissuch that( P, Q) € S
andC[recY.(C \ H)]\ H % P. So, (P,Q) € S and
(recY.(C\ H))\ H % P.

-G[X] ZzelalGl[X]

(1) Let GrecY.(C[Y]\ H)] \ H % P. Then3i such
thata = a;, P = GirecY.(C \ H)] \ H. Hence,
GrecY.C]\ H % Q with Q = G[recY.C] \ H. From
this, sinceG;[X] € C;, we immediately getP, Q) € S.

(2) LetGlrecY.C]) \ H % Q. Then3Ji such thatw = a;,
Q = Gy[recY.C]\ H. HenceG[recY.(C\ H)]\ H % P
with P = G;[recY.(C'\ H)]\ H. From this, sinc&7;[X] €
Cs, we immediately getP, Q) € S.

-G[X] = G1[X]\ v. Trivial.
- G[X] = G1[X][f]- Trivial.
-GX] =recZ.Gi[X, Z].
P.

(1) Let GrecY.(C]Y] \ H)] \ H In this
case recZ.Gi[recY.(C \ H),Z] \ H % P and
Gi[recY.(C \ H),recZ.Gi[recY.(C \ H),Z]] \ H %
P by a shorter inference. By inductive hypothesis
Gi[recY.C,recZ.Gy[recY.C, Z]] \ H = Q for someQ
such that(P,Q) € S. Hence, we obtaifP, Q) € S and
recZ.Gy[recY.C, Z]]\ H % Q, i.e.,G[recY.C]\ H % Q.

(2) LetGlrecY.C]\ H % Q thatisrecZ.G4[recY.C, Z]] \

H % Q. Then,Gy[recY.C,recZ.G[recY.C, Z]] \ H %

@, by a shorter inference. By inductive hypothesis
Gi[recY.(C \ H),recZ.Gy[recY.(C\ H),Z]]\ H % P

for some P such that(P,Q) € S.  Therefore,
recZ.GylrecY.(C\ H),Z]\ H % P. a

a
—

Proof of Lemma 4.11 Our hypothesisis that[E|\ H ~p
C[E\ H]\ H and we have to prove thatecY.C[E])\H ~p
(recY.C|E\ H]) \ H.



From the hypothesis and Lemma 4.10 we have that our thesis. m|
recY.(C[E|\ H) m~p recY.(C|E\ H]\ H).

By applying\ H to both members we obtain Proof of Lemma 5.8 We recall the following properties
recY.(C[E]\ H)\ H ~p recY.(C|E\ H]\ H) \ H. whose proofs are in [4]:

Notice that if C[X] € C,, then alsaC[E] andC[E \ H] are . )

in Cs. Hence, we can apply Lemma A.1 to both members (1) f E,G € NDC, thenE|G € NDC;

and get (2) Pe NDCiff P\ H ~p P/H,
recY.(C|E])\ H =p recY.(C|E \ H]) \ H,
e ourhasi 2 T CEAHDA 0 () (EG)/H ~r B/H|G/H;

i ) _ 4) if B =¢p F' andG’ = K', thenE'|G’ ~p F'|K’.
Proof of Lemma 4.15 Consider the binary relatiofi =
Hence we obtain

{(E\G)\ H,(FIK)\H) | E,F,G,K € P.BNDC

(EIG)\H  =~r by (1) and (2)
andE\ H ~p F\ H, G\H ~p K\ H}. BiC) zT e
It is easy to prove thas is a weak bisimulation. The (E/H|G/H) ~r by (2) and (4)
only non-trivial case is the synchronization. Assume (F/H|K/H) =~r by (3)
that (E|G) \ H 5 (E'|G") \ H with E % B’ and E?Iﬁ ;/\HH ~r  by(l)and(2)

G ﬂ G'. Then, sinceE,G € P_BNDC, we have

E 2 E with E'\H ~p E'"\ HandG L g
with G’ \ H ~p G" \ H. Hence,E \ H = E" \ H and
G\ H = G"\ H. By hypothesis we obtaif’\ H = F'\ H
with F/\ H ~p E" \ H andK \ H = K'\ H with
K'\H ~p G"\ H. Hence,F|K)\ H & (F/|K')\ H
with E',G', F', K' € P_.BNDC, E'\ H ~p F’ \ H, and
G'\H=~p K'\ H,ie. (E'|G)\ H,(F'|K')\ H) € S.

O

Proof of Lemma 5.5 (=) If E € NDC, then we have
(EI)\ H =~¢ E\ H. Moreover,E \ H is always inNDC
andE\ H\ H =~y E\ H,hence(E \ H|II) =~y E\ H.
So by transitivity of~7, we obtain tha{ F|Pi) \ H ~r
(E\ H[IN)\ H.
(«) SinceE'\ H is always inNDC andE\ H \ H ~¢
E\H,weobtainE|II)\ H ~¢ (E\H|ID\H ~p E\H.
O

Proof of Theorem 5.7 Let E be a process if?. From the
fact that all theC; are secure fo® we obtain that for all

i € IitholdsC;[E|\H ~r C;[E\H|\H. Hence, sincezr

is a congruence with respect to the non deterministic choice
operator,y . (Ci[E] \ H) ~r >, (Ci[E\ H] \ H).

So, we can commute the restrictions with the sum and
get (X, GIE) \ H ~r (X, GIE\ H) \ H.

It trivially holds that (3_, cp h;-D;[E]) \ H =1

0 ~r (Lpenhi-DilE\ 'H]) \ H. Hence, again
since ~r is a congruence with respect to the non
deterministic choice and the restriction operator
commutes with the non deterministic choice we ob-
tain (3, GilE] + Xp,enhi-Di[E]) \ H  ~r

(> i GiIlE \ H] + ZhjeH h;.D;[E \ H]) \ H, ie.



