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ABSTRACT
Machine learning models are vulnerable to evasion attacks, where

the attacker starts from a correctly classified instance and perturbs

it so as to induce a misclassification. In the black-box setting where

the attacker only has query access to the target model, traditional

attack strategies exploit a property known as transferability, i.e., the

empirical observation that evasion attacks often generalize across

different models. The attacker can thus rely on the following two-

step attack strategy: (i) query the target model to learn how to train

a surrogate model approximating it; and (ii) craft evasion attacks

against the surrogate model, hoping that they “transfer” to the tar-

get model. This attack strategy is sub-optimal, because it assumes

a strict separation of the two steps and under-approximates the

possible actions that a real attacker might take. In this work we

propose AMEBA, the first adaptive approach to the black-box eva-

sion of machine learning models. AMEBA builds on a well-known

optimization problem, known as Multi-Armed Bandit, to infer the

best alternation of actions spent for surrogate model training and

evasion attack crafting. We experimentally show on public datasets

that AMEBA outperforms traditional two-step attack strategies.
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Computing methodologies→Machine learning.
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1 INTRODUCTION
Machine Learning (ML) has become phenomenally popular in re-

cent years and found a wide range of practical applications, yet it

is now acknowledged that the adoption of ML in security-oriented
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applications should be done with care [3]. Many papers studied the

security of supervised learning and, in particular, its application to

classification tasks, where ML models are trained to predict one out

of a set of possible classes, e.g., spam vs. ham.

A prominent class of threats against ML comes from evasion
attacks. In an evasion attack, the attacker starts from an instance

which is classified correctly by a ML model and perturbs it so as to

induce a misclassification [2]. For example, the attacker may cor-

rupt the image of a panda through tiny pixel perturbations, which

are imperceptible to humans, yet suffice to fool a ML model into

predicting a gibbon with high confidence [11, 28]. Depending on

the information available to the attacker, evasion attacks might be

white-box or black-box [3]. White-box attacks assume the attacker

to know everything about the model under attack, e.g., the learn-

ing algorithm, the training data and the model hyper-parameters.

Black-box attacks, instead, only require the attacker to have query

access to the model under attack (i.e., ask for predictions) and are

thus particularly important from a practical perspective, since this

minimal capability is inherent to the model functionality.

A traditional approach to the black-box generation of evasion

attacks exploits a subtle, surprising property known as transfer-
ability, i.e., the empirical observation that evasion attacks often

generalize across different models [20]. Hence, the attacker can

adopt the following two-step attack strategy:

(1) Surrogate Model Training: the attacker queries the target

model to extract information about its behavior and trains a

surrogate model approximating the target;

(2) Evasion Attack Crafting: the attacker crafts successful eva-
sion attacks against the surrogate model and feeds them to

the target model, hoping that they “transfer” to it, i.e., lead

to misclassification by the target.

This approach is appealing, because the attacker can train the sur-

rogate model such that crafting successful evasion attacks against

it is feasible using known algorithms. For example, evasion attack

crafting algorithms like the Fast Gradient Sign Method (FGSM) [11]

work for any differentiable model. Though some prominent ML

models are not differentiable, e.g., decision trees, the attacker can

train a differentiable surrogate model, attack it through FGSM and

then evade a non-differentiable target model via transferability.

In this paper, we question the effectiveness of the two-step attack

strategy proposed in previous work [20] and briefly reviewed above.

In particular, we observe that there is a tension between the two

steps of the attack strategy. On the one hand, the attacker needs

to query the target model multiple times in order to disclose its

behavior and train a faithful surrogate model. On the other hand,

the attacker wants to query the target model with as many evasion

attacks as possible to maximize the number of misclassifications.

This means that when the number of queries to the target model
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is limited, e.g., because the attacker pays a price for each query or

wants to behave surreptitiously, the optimal attack strategy is far

from straightforward. When shall the attack strategy switch from

step 1 to step 2? And,more generally, why should the attacker follow

a fixed two-step strategy and not resort to a more sophisticated

approach which dynamically learns how to behave?

Here we propose to move away from the two-step attack strategy

of previous work and we present a new adaptive attack strategy,

which dynamically learns whether queries to the target model

should be leveraged for surrogate model training (step 1) or for eva-

sion attack crafting (step 2), thus making the two steps of the attack

intertwined. Our proposal subsumes the traditional two-step attack

strategy of prior work, making black-box evasion attacks more

effective and practical by automatically dealing with the delicate

tension discussed above.

Contributions. To sum up, we contribute as follows:

(1) We propose the first adaptive approach to the black-box

generation of evasion attacks against ML models. Our tech-

nique builds on a connection between the black-box evasion

problem and a traditional optimization problem, known as

Multi-Armed Bandit (MAB) [24]. In particular, we show how

the black-box evasion problem can be reduced toMAB, hence

it can be solved using existing approaches like the Thomp-

son sampling algorithm [23]. We call the resulting attack

strategy AMEBA (Adversarial Multi-armEd BAndit).

(2) We implement AMEBA and we show it at work on differ-

ent datasets, considering multiple ML models and attackers.

We experimentally show that, at worst, AMEBA accurately

approximates the behavior of the optimal two-step attack

strategy, where the attacker leverages an oracle to find the

best moment to switch from step 1 to step 2. At best, in-

stead, AMEBA leads to the creation of a large number of

evasion attacks which cannot be crafted even by the optimal

two-step attack strategy. This shows that future research on

adversarial ML should take adaptive attack strategies into

due consideration.

2 BACKGROUND
In this section we introduce the technical ingredients required to

appreciate the rest of the paper. In particular we first clarify the

notion of evasion attack, introducing appropriate terminology, and

we then review the MAB problem.

2.1 Evasion Attacks
Let X be a vector space of features and Y a finite set of class labels,

a classifier ℎ : X ↦→ Y is a function assigning a class label 𝑦 to each

element ®𝑥 ∈ X of the feature space (also called instance). The goal
of a classifier is approximating the behaviour of an unknown target
function 𝑓 : X ↦→ Y, which assigns the correct class label to every

instance. For instance, ℎ might try to approximate human under-

standing by discriminating between ham and spam emails based

on features like: length of the email, presence of suspicious words

from a blacklist, abuse of capitalization, etc. Classifiers are normally

trained using supervised learning algorithms, which exploit a set

of correctly labeled instances {( ®𝑥𝑖 , 𝑓 ( ®𝑥𝑖 ))}𝑖 , called training set, to

identify the best-performing classifier out of a set of possible hy-

potheses. Technically, this is done by minimizing a loss function
which estimates the “cost” of the prediction errors performed by

the classifier on the training set.

Unfortunately, even well-performing classifiers which accurately

approximate the target function might become useless when they

are deployed in an adversarial setting, where an attacker actively

manipulates instances to force mispredictions [3]. Formally, an

attacker can be represented as a function 𝐴 : X → 2
X
, which

maps each instance into a set of possible perturbations, e.g., those

instances which are located within a given distance from the origi-

nal. We assume that 𝐴 is restricted to those perturbations which

share the same true label of the original instance ®𝑥 , i.e., ∀®𝑧 ∈ 𝐴( ®𝑥) :
𝑓 (®𝑧) = 𝑓 ( ®𝑥). Remarkably, even small perturbations which are neg-

ligible to human experts might suffice to perform evasion attacks
against ML models, leading to mispredictions. For example, adding

just a few so-called “good words” to a spam message might fool a

spam filter into incorrectly marking the message as ham [17].

Definition 1 (Evasion Attack). Given a classifier ℎ and an instance

®𝑥 such that ℎ( ®𝑥) = 𝑓 ( ®𝑥), an evasion attack against ®𝑥 is any instance

®𝑧 ∈ 𝐴( ®𝑥) such that ℎ(®𝑧) ≠ 𝑓 ( ®𝑥).
Of course, crafting evasion attacks by enumerating 𝐴( ®𝑥) might

be infeasible in practice. For instance, if ®𝑥 includes 30 binary features
and the attacker is able to flip 6 features at will, then |𝐴( ®𝑥) | =

(
30

6

)
=

593775, leading to a combinatorial explosion of the number of

attacks. However, previous work identified heuristics to efficiently

craft evasion attacks against differentiable models, like the FGSM

algorithm [11] and its variants like Fast Gradient Value (FGV) [22].

For example, FGV operates as follows: for a given instance ®𝑥 with

true label 𝑦, the perturbation added to ®𝑥 to generate the evasion

attack 𝑧 is a scaled gradient of the loss function 𝐽 optimized by the

surrogate model
ˆℎ. In particular, given a fixed step 𝜀 > 0 we have:

®𝑧 = ®𝑥 + 𝜀 ·
∇®𝑥 𝐽 ( ®𝑥,𝑦)
∥∇®𝑥 𝐽 ( ®𝑥,𝑦)∥2

. (1)

This represents an ℓ2-norm attack where the instance ®𝑥 is moved

along the direction of the gradient of the loss function. In this work,

we use line search to find the smallest 𝜀 required to evade ˆℎ. Indeed,

such 𝜀 is equivalent to the ℓ2-distance between ®𝑥 and ®𝑧.
Transferability allows one to leverage heuristics like FGV to

attack arbitrary target models, even non-differentiable ones. The

attacker first queries the target modelℎ to collect a set of predictions

{( ®𝑥𝑖 , ℎ( ®𝑥𝑖 ))}𝑖 and uses it to train a differentiable surrogate model
ˆℎ.

The attacker then crafts an evasion attack ®𝑧 against the surrogate
ˆℎ using FGV and tries to evade the target model ℎ by feeding ®𝑧 to
it. This attack strategy is shown in Figure 1, where the left part

represents surrogate model training (step 1) while the right part

represents evasion attack crafting (step 2).

2.2 Multi-Armed Bandit
The Multi-Armed Bandit (MAB) is a well-known optimization prob-

lem [24]. MAB is one of the several reinforcement learning ap-

proaches, where learning happens by interactions [26]. An agent
may perform some action in a given environment, which responds

to such action with a reward and by possibly changing its state. The
learning task is to find the sequence of actions which leads to the
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Figure 1: Black-box evasion attack strategy through transferability

largest reward in the long run. The agent thus struggles between ex-

ploiting the best actions observed so far and exploring the revenue

of new actions. Different reinforcement learning scenarios have

been investigated, depending on the nature of the rewards (station-

ary or non-stationary, context-dependent or context-independent)

and the environment (which may be governed by a stochastic pro-

cess). MAB is one such reinforcement learning approach, where

the rewards are stationary and the environment is stateless.

Formally, given a set of 𝐾 ≥ 2 possible actions A, also called

arms, and 𝑇 ≥ 1 rounds, MAB requires to choose the sequence of

𝑇 actions from A which maximizes a reward. In its most common

formulation, known as MAB with stochastic bandits, the problem
relies on three assumptions:

(1) It is only possible to observe the reward for the selected

action and nothing else. In particular, rewards for the other

actions that could have been selected are unknown, even

after committing to an action.

(2) For each action 𝑎 ∈ A, there is a distribution 𝐷𝑎 over reals,

called the reward distribution. Every time 𝑎 is chosen, the

reward 𝑟 is independently sampled from 𝐷𝑎 . The reward

distributions are unknown and can only be estimated when

solving the problem.

(3) Per-round rewards are bounded: the standard range for re-

wards is the continuous interval [0, 1].
The reward distributions induce amean reward vector 𝜇 ∈ [0, 1]𝐾 ,

where 𝜇 (𝑎) = E[𝐷𝑎] is the mean reward of the action 𝑎. The goal of

MAB is thus finding the sequence of actions 𝑎1, . . . , 𝑎𝑇 ∈ A which

maximizes the cumulative reward
∑𝑇
𝑖=1 𝜇 (𝑎𝑖 ).

A simpler variant of MAB with stochastic bandits assumes a

Bernoulli distribution of rewards. In this formulation, each action

𝑎 has a probability of success 𝜃𝑎 and produces a reward of 1, called

success, with probability 𝜃𝑎 and a reward of 0, called failure, with
probability 1 − 𝜃𝑎 . The mean reward vector 𝜇 thus coincides with

the vector of the probabilities of success of each action, i.e., 𝜇 =

(𝜃1, ..., 𝜃𝐾 ). A well-known solution to this variant of the problem

is given by the Thompson sampling algorithm [23].

The key idea of Thompson sampling is that each action 𝑎 has

an independent prior belief over 𝜃𝑎 , the estimate ˆ𝜃𝑎 , and at each

round the action with the highest estimate is chosen. The estimate

Algorithm 1 Thompson sampling

1: for 𝑎 in A do
2: (𝑆𝑎, 𝐹𝑎) ← (1, 1) ⊲ Initialization

3: for 𝑡 = 1, ...,𝑇 do
4: for 𝑎 in A do
5: Sample

ˆ𝜃𝑎 ∼ 𝐵𝑒𝑡𝑎(𝑆𝑎, 𝐹𝑎)
6: 𝑎𝑡 ← argmax𝑎∈A ˆ𝜃𝑎
7: 𝑟𝑡 ← Perform(𝑎𝑡 ) ⊲ Get reward of 𝑎𝑡
8: (𝑆𝑎𝑡 , 𝐹𝑎𝑡 ) ← (𝑆𝑎𝑡 + 𝑟𝑡 , 𝐹𝑎𝑡 + (1 − 𝑟𝑡 ))

ˆ𝜃𝑎 is sampled from a Beta distribution with parameters 𝑆𝑎 and

𝐹𝑎 . These two parameters are often called pseudo-counts, since
𝑆𝑎 and 𝐹𝑎 increase by 1 with each observed success or failure,

respectively. Algorithm 1 presents the pseudocode of Thompson

sampling, where the Perform function takes the chosen action and

returns the corresponding reward (0 or 1).

3 ADAPTIVE BLACK-BOX ATTACKS
We first discuss our threat model, describing the attacker’s goals

and capabilities, and we then present the details of our adaptive

attack strategy. In particular, we show how the black-box evasion

problem can be reduced to the MAB problem.

3.1 Threat Model
We consider an attacker whose goal is to craft successful evasion

attacks against a target model ℎ, approximating an unknown target

function 𝑓 . We do not make any assumption on ℎ, but we assume

the attacker has black-box access to it. In particular, the attacker

can perform a limited number of queries to ℎ by asking for class

predictions on arbitrarily chosen instances. Queries can be used

either to train a (differentiable) surrogate model
ˆℎ or to attempt eva-

sion attacks against the target model ℎ, by feeding it with evasion

attacks working against
ˆℎ via transferability. Queries are limited

because the attacker might not have unconstrained access to the

target model for several reasons. For example, query access to the

target might require a payment, like in the case of the Google Cloud



Vision API
1
and Amazon Machine Learning,

2
or the target might

be equipped with an intrusion detection system which limits the

number of queries during the attack opportunity window.

More specifically, we assume the attacker has access to the fol-

lowing datasets:

• Dtrn: a set of instances {( ®𝑥𝑖 , ℎ( ®𝑥𝑖 ))}𝑖 labeled with the class

predictions of the target ℎ, used for surrogate model training.

For example, Dtrn might be a collection of known spam and

ham messages available to the attacker.

• Datk: a set of instances {( ®𝑥𝑖 , 𝑓 ( ®𝑥𝑖 ))}𝑖 labeled with their true

labels, used for evasion attack crafting. For example, Datk
might be a set of spam messages that the attacker wants to

evade a spam filter.

• Dun: a set of unlabeled instances {®𝑥𝑖 }𝑖 , used to collect addi-

tional class predictions from the target ℎ. For example, Dun
might include messages that the attacker has written himself,

whose class predictions would be unknown.

We do not make any assumption on the instances in these three

datasets: they can be equal, overlapping or disjoint. We assume the

datasets are organized as queues, i.e., they have standard push and

pop operations.

We are finally ready to discuss how the attacker operates. We

assume the attacker first uses Dtrn to train the initial surrogate
ˆℎ

via supervised learning. Once this is done, the attacker can choose

between two possible actions:

(1) Train: the attacker pops an instance ®𝑥 ∈ Dun, queries ℎ to

learn the prediction 𝑦 = ℎ( ®𝑥) and extends Dtrn with ( ®𝑥,𝑦).
The attacker then updates the surrogate

ˆℎ by retraining it

over the extended Dtrn.

(2) Attack: the attacker pops an instance ( ®𝑥,𝑦) ∈ Datk. If ˆℎ( ®𝑥) =
𝑦, the attacker uses ®𝑥 to craft an evasion attack ®𝑧 against ˆℎ by
using an appropriate attack strategy, e.g., FGV. If a successful

evasion attack is found, i.e., if
ˆℎ(®𝑧) ≠ 𝑦, the attacker submits

®𝑧 to the target model ℎ and verifies whether ℎ(®𝑧) ≠ 𝑦.
The attacker stops when the maximum number of queries to

the target model ℎ has been performed. Note that the Attack ac-

tion might fail without querying ℎ in two cases: (i) when ( ®𝑥,𝑦)
is misclassified by

ˆℎ, or (ii) when it is impossible to turn ®𝑥 into a

successful evasion attack against
ˆℎ. In both cases, we assume that

( ®𝑥,𝑦) is temporarily discarded and pushed back into Datk for later

use. The reason for this choice is that, since the Train action aims at

improving the quality of the surrogate model
ˆℎ, it might get easier

to evade
ˆℎ over time.

3.2 Adaptive Attack Strategy via MAB
Previous work relies on a basic two-step attack strategy where a

sequence of Train actions is performed first, in order to build a rep-

resentative surrogate model, and then a sequence of Attack actions
is taken to craft evasion attacks [20]. We rather propose a dynamic

attack strategy where the attacker may intertwine Train and Attack
actions at will, so as to minimize the number of instances used to

build the surrogate
ˆℎ and to maximize the number of generated

1
https://cloud.google.com/vision/pricing?hl=en

2
https://aws.amazon.com/getting-started/projects/build-machine-learning-

model/services-costs/

evasion attacks against the target ℎ. Our adaptive attack strategy

operates by reduction to the Bernoulli MAB problem.

We let the available actions be A = {Train,Attack} and we let

𝑇 represent the number of available queries to the target model ℎ.

Each action consumes one query to the target model and actions are

interleaved up to the exhaustion of the query budget𝑇 . By adopting

a Bernoulli MAB model, we assume the two actions provide a

reward in terms of a binary outcome, i.e., success vs. failure. The

definition of the reward of the two actions is crucial to make sure

that the maximization of the cumulative reward of MAB matches

the goal of our black-box attack strategy, i.e., generating as many

successful evasion attacks as possible.

The key observation to make here is that the success rate of the

Attack actions depends on the quality of the surrogate model
ˆℎ. A

high quality surrogate model should provide similar predictions

to those of the target model ℎ, so as to increase the transferability

of the attacks. The quality of
ˆℎ, in turn, improves thanks to the

Train actions, which enrich the surrogate model’s training setDtrn.

The attacker thus aims at finding a sequence of Train and Attack
actions that maximizes both the number of evasion attacks against

the target model and the quality of the surrogate model. Hence, we

want to reward Attack actions leading to successful evasion attacks

and Train actions leading to improved surrogate quality.

For the Attack action, it is straightforward to define the notion

of success: we stipulate success when the crafted evasion attack ®𝑧
against the instance ®𝑥 with label 𝑦 transfers from the surrogate to

the target, i.e., when
ˆℎ(®𝑧) ≠ 𝑦 and ℎ(®𝑧) ≠ 𝑦. As to the Train action,

we want to define success when the surrogate model improves

its similarity with the target model. Since similarity cannot be

estimated on the basis of the single query encompassed by the Train
action, we pragmatically choose to compare the accuracy score of

ˆℎ over Dtrn before and after the Train action: if the accuracy score

increases according to 10-fold cross-validation, we report a success.

This is effective because Dtrn is populated with class predictions

from the target model, hence the accuracy score of the surrogate

on Dtrn is a reliable proxy of its similarity to the target.

The reason why the proposed reward scheme is effective is that,

when we have a low success rate of the Attack actions, the best

choice is to increase the number of the Train actions to improve the

quality of the surrogate and its transferability, which would lead

to increasing the success rate of the Attack actions. Iteration after

iteration, the Train actions do not provide any benefit anymore, as

the surrogate’s similarity to the target reaches a plateau, and the

Attack actions normally become the most valuable choice.

There are still a couple of subtle points to note though. First, the

proposed approach ignored the MAB assumption that the reward

distributions of the actions 𝐷𝑎 are permanent and independent,

since the surrogate model
ˆℎ is updated after every Train action and

its quality affects the probability of success of both actions. Yet, our

experimental evaluation (Section 4) shows the effectiveness of the

Thompson sampling algorithm for Bernoulli MAB, which is due to

the fact that the reward distributions do not negatively interfere,

but rather boost one another as discussed.

Moreover, while the Train action always performs one query to

the target modelℎ, the describedAttack actionmay not perform any

query to ℎ when the evasion attack against the surrogate
ˆℎ fails, i.e.,



there is a potential disconnect between the number of actions and

the number of actual queries to the target model ℎ. To close this gap,

we assume that this type of failure does not discourage the attacker,

who just moves to the next instance of Datk until a successful

evasion attack against
ˆℎ is found. This has the side-effect of giving

some instances a second chance in a future round, featuring an

updated surrogate model, which might be more similar to the target

and present higher transferability. In the extreme case where the

attacker cannot craft any successful evasion attack against
ˆℎ for

any of the instances in Datk, we assume that the Train action is

taken instead. This is a reasonable choice, because it is the only

option available to the attacker given the current surrogate, and at

the same time it ensures the invariant that each action consumes

exactly one query to the target model ℎ.

3.3 AMEBA
Having clarified these points, the reduction from the black-box

evasion problem into Bernoulli MAB is done, hence one can leverage

the Thompson sampling algorithm to implement an adaptive attack

strategy. The details of the resulting attack strategy, called AMEBA,

are formalized in Algorithm 2. Note that, although the pseudocode

relies on FGV for evasion attack crafting, any other algorithm for

the same task could be used.

The algorithm starts by initializing the pseudo-counts of the

two actions (lines 1–2). Then, at each of the 𝑇 rounds it selects the

action with the highest estimate of success. Lines 7–21 implement

the Attack action as previously discussed. First, the attacker iterates

throughDatk in search of an instance ( ®𝑥,𝑦) for which it is possible

to craft a successful evasion attack against the surrogate model
ˆℎ.

If such an attack ®𝑧 is found (line 17), it is submitted to the target

model gaining a reward 𝑟𝑡 = 1(ℎ(®𝑧) ≠ 𝑦), where 1(𝑝) equals 1 if
the predicate 𝑝 is true and 0 otherwise. In other words, 𝑟𝑡 = 1 if ℎ

misclassifies the perturbed instance ®𝑧 and 𝑟𝑡 = 0 otherwise.

If no evading instance is found, or if the estimated probability of

attack success
ˆ𝜃Attack is not greater than the estimated probability

of train success
ˆ𝜃Train, then the Train action is performed (lines 22–

30). In this case, a new instance ®𝑥 retrieved from Dun is submitted

to the target model ℎ to get the corresponding prediction and is

then used to enrich the training set Dtrn. A new surrogate model

is finally trained and used in the subsequent iterations. We set the

reward to 1 if we observe an increase of the cross-validation score

of the surrogate, to 0 otherwise.

4 EXPERIMENTAL EVALUATION
In this section we report on an experimental evaluation of AMEBA.

We first introduce the experimental setup, then we explain the

methodology and finally we present the key results of our analysis,

including a performance evaluation in terms of the running times

of our adaptive attack strategy.

4.1 Experimental Setup
We perform an experimental evaluation of AMEBA on three public

datasets: Spambase,
3
Wine Quality

4
and CodRNA.

5
All datasets are

3
https://archive.ics.uci.edu/ml/datasets/Spambase

4
https://archive.ics.uci.edu/ml/datasets/wine quality

5
https://www.openml.org/d/351

Algorithm 2 The AMEBA attack strategy

1: for 𝑎 in {Train,Attack} do
2: (𝑆𝑎, 𝐹𝑎) ← (1, 1) ⊲ Initialization

3: for 𝑡 = 1, ...,𝑇 do
4: Sample

ˆ𝜃Train ∼ 𝐵𝑒𝑡𝑎(𝑆Train, 𝐹Train)
5: Sample

ˆ𝜃Attack ∼ 𝐵𝑒𝑡𝑎(𝑆Attack, 𝐹Attack)
6: 𝑒𝑣𝑎𝑑𝑖𝑛𝑔← ⊥ ⊲ Evasion attack yet not found

7: if ˆ𝜃Attack > ˆ𝜃Train then ⊲ Attack action
8: 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 ← |Datk |
9: while 𝑒𝑣𝑎𝑑𝑖𝑛𝑔 = ⊥ ∧ 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 > 0 do
10: 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 ← 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 − 1
11: ( ®𝑥,𝑦) ← Pop(Datk)
12: ®𝑧 ← FGV(( ®𝑥,𝑦), ˆℎ) ⊲ Craft evasion attack

13: if ˆℎ( ®𝑥) = 𝑦 ∧ ˆℎ(®𝑧) ≠ 𝑦 then ⊲ Confirm evasion

14: 𝑒𝑣𝑎𝑑𝑖𝑛𝑔← (®𝑧,𝑦)
15: else
16: Datk ← Push(Datk, ( ®𝑥,𝑦))
17: if 𝑒𝑣𝑎𝑑𝑖𝑛𝑔 ≠ ⊥ then ⊲ Found evasion attack on

ˆℎ

18: 𝑎𝑡 ← Attack
19: (®𝑧,𝑦) ← 𝑒𝑣𝑎𝑑𝑖𝑛𝑔

20: 𝑟𝑡 ← 1(ℎ(®𝑧) ≠ 𝑦) ⊲ Check transferability on ℎ

21: (𝑆𝑎𝑡 , 𝐹𝑎𝑡 ) ← (𝑆𝑎𝑡 + 𝑟𝑡 , 𝐹𝑎𝑡 + (1 − 𝑟𝑡 ))
22: else ⊲ Train action

23: 𝑎𝑡 ← Train
24: 𝑜𝑙𝑑_𝑐𝑣_𝑠𝑐𝑜𝑟𝑒 ← CrossValScore( ˆℎ,Dtrn)
25: ®𝑥 ← Pop(Dun)
26: 𝑦 ← ℎ( ®𝑥)
27: Dtrn ← Push(Dtrn, ( ®𝑥,𝑦))
28:

ˆℎ ← Train(Dtrn)
29: 𝑟𝑡 ← 1(CrossValScore( ˆℎ,Dtrn) > 𝑜𝑙𝑑_𝑐𝑣_𝑠𝑐𝑜𝑟𝑒)
30: (𝑆𝑎𝑡 , 𝐹𝑎𝑡 ) ← (𝑆𝑎𝑡 + 𝑟𝑡 , 𝐹𝑎𝑡 + (1 − 𝑟𝑡 ))

associated with a binary classification task and their main statis-

tics are shown in Table 1. For each dataset, we consider multiple

scenarios to cover a wide range of possible application settings and

threats. In particular, we train a Linear SVM model as surrogate

and we exploit it to craft black-box evasion attacks against three

different target models available in the state-of-the-art scikit-learn

library [21]:

(1) a decision tree ensemble trained using the Random Forest

algorithm. This is a non-differentiable model based on mul-

tiple, independently trained decision trees;

(2) a decision tree ensemble trained using the AdaBoost algo-

rithm. This is also a non-differentiable model, but it differs

from Random Forest because each tree 𝑡𝑖 is trained so as

to improve upon the shortcomings of the tree ensemble

𝑡1, . . . , 𝑡𝑖−1 including the previously trained trees;

(3) a logistic regression classifier. This is a simple differentiable

model, which is closer to Linear SVM and thus complemen-

tary to decision tree ensembles.

The choice of using Linear SVM as surrogate model is motivated

by previous work, which showed that such type of model allows for

the construction of effective black-box attacks with strong transfer-

ability [8]. We do not consider other surrogates, since Linear SVM



Table 1: Dataset statistics

Spambase Wine CodRNA
n. of instances 4601 6495 488565

n. of features 54 12 8

class distribution 39 ÷ 61 25 ÷ 75 67 ÷ 33

is already quite effective in our experiments and the attacker is

free to use it to carry out a real attack. To prove that our approach

generalizes to deep learning, we present additional experiments on

image classification in Appendix A.

As to evasion attack crafting, we use the attack against (multi-

class) SVM proposed in [19]. This attack is an adaptation of FGV

to SVM, where the loss function 𝐽 of Equation 1 is replaced by the

scoring function of the Linear SVM, whose gradient is the weight

vector ®𝑤 . For an instance ®𝑥 with binary label 𝑦 ∈ {−1, +1}, the
candidate evasion attack ®𝑧 is thus computed as:

®𝑧 = ®𝑥 − 𝜀 · 𝑦 · ®𝑤
∥ ®𝑤 ∥2

. (2)

Note that the sign of the perturbation depends on the class 𝑦 to

evade. For simplicity, we just focus on untargeted evasion attacks,

i.e., we assume that the attacker is willing to target any instance

of any class. Finally, we assume the attacker can perform at most

𝑇 = 1000 queries to the target model and we simulate two attack

scenarios of different magnitude (𝜀 in Equation 2). To mitigate

the bias coming from the choice of a specific number of queries,

Appendix B presents additional results for 𝑇 = 2000.

All the models are trained after normalizing features in the inter-

val [0,1] and using hyper-parameter tuning, a standard ML practice

used to identify the best-performing models. In particular, hyper-

parameter tuning is conducted by using grid search with the cross

validation score on the training set as performance measure, testing

the following hyper-parameters:

• Random Forest: number of trees ({64, 128, 256, 512, 1024})
and node splitting criterion (gini impurity and max entropy);

• AdaBoost: number of trees ({64, 128, 256, 512}), node split-
ting criterion (gini impurity and max entropy) and number

of leaves ({8, 16, 32, 64});
• logistic regression: regularization factor𝐶 (from 10

−4
to 10

4
).

We use 𝐶 = 0.50 as regularization factor of the Linear SVM used

as surrogate model. This choice is motivated by the fact that highly

regularized models typically provide better transferability [8].

4.2 Methodology
To assess the effectiveness of AMEBA, we proceed as follows. First,

each dataset D is partitioned into two sets Dtgt and Dsur using

stratified random sampling, i.e., they are randomly partitioned re-

specting the original class distribution. TheDtgt component is used

to train the target models: we reserve 1600 instances of Spambase,

3000 instances of Wine and 100000 instances of CodRNA for this

task. This amount of instances suffices to achieve high values of

accuracy for all the target models, as reported in Table 2.

The Dsur component, instead, is used to train the surrogate

model and craft evasion attacks. In particular, we partitionDsur into

Table 2: Accuracy scores of the target models

Spambase Wine CodRNA
Random Forest 0.96 0.99 0.97

AdaBoost 0.97 0.99 0.97

Logistic Regression 0.93 0.99 0.95

the setsDtrn,Datk andDun expected by AMEBA, again using strat-

ified random sampling. More precisely, these sets are constructed

as follows:

• Dtrn includes 100 instances used to train the initial surro-

gate model. Since the labels of Dtrn are provided by the

target model, we assume the attacker has spent 100 queries

for retrieving them. This size suffices to train a minimally

meaningful surrogate model to start AMEBA.

• Datk includes 900 instances correctly classified by the target

models, which are used to craft evasion attacks. The size

of Datk is motivated by the fact that the attacker cannot

perform more than 1000 queries to the target model and we

already provided him with 100 labeled instances of Dtrn to

build the initial surrogate model.

• Dun includes the remaining (unlabeled) instances, which

are used to learn class predictions from the target model

and improve the quality of the surrogate. Specifically, we let

Dun = {®𝑥 | ∃𝑦 : ( ®𝑥,𝑦) ∈ Dsur \ (Dtrn ∪ Datk)}.
Our main goal is comparing the performance of AMEBA against

a traditional two-step attack strategy, where there is a clear separa-

tion between surrogate model training (step 1) and evasion attack

crafting (step 2). However, performing such a comparison is far

from straightforward. The key challenge to deal with is that prior

work assumed the adoption of a two-step attack strategy, but did

not investigate when the transition from step 1 to step 2 should oc-

cur. Rather, prior work assumed the usage of a reasonably accurate

surrogate model in step 2, empirically built after a fixed number of

training rounds [20]. How to fix the number of training rounds is

left unspecified, yet this is a delicate point, given that the number

of available queries to the target model is limited.

To address this shortcoming, we compare AMEBA against mul-

tiple baselines, so as to cover multiple possible choices for the

number of queries spent for surrogate model training. Specifically,

we operate as follows: for each 𝑖 ∈ {0, 50, 100, . . . , 700}, we use

stratified random sampling to collect 𝑖 instances from Datk and we

add them to Dtrn, generating datasets D𝑖trn (of size 𝑖 + 100). This
allows us to simulate 15 possible attack scenarios where each D𝑖trn
is used for surrogate model training and the remaining instances in

Datk are used for evasion attack crafting. We never use more than

800 instances for surrogate model training, since otherwise less

than 200 instances would be available for evasion attack crafting,

which would significantly lower the attack opportunities. Ideally,

a powerful clairvoyant attacker would choose in advance the best

training size for the surrogate model, and therefore perform as

the best of the considered baselines. We would like to show that

AMEBA approximates such clairvoyant attacker, or even improves

over it, thus proving that adaptive attack strategies can subsume

static ones.



We evaluate the performance of the attack strategies in terms of

the following two measures:

(1) absolute number of successful evasion attacks against the tar-

get model, i.e., number of mispredictions forced on correctly

classified instances;

(2) transferability, i.e., the percentage of successful evasion at-

tacks out of all the attempted evasion attacks against the

target model.

The first measure is the most important for the attacker consid-

ered in our threat model, who wants to craft as many successful

evasion attacks as possible, yet we also keep an eye on the sec-

ond measure, given that it has been extensively studied in the

literature [8, 19]. Note that, since AMEBA relies on probabilistic

sampling, the two measures are computed as the average of the

results obtained in 10 different runs.

4.3 Experimental Results
We start by commenting the results on the Spambase dataset, which

are shown in Figure 2. The outer bars represent the number of eva-

sion attacks successfully crafted against the surrogate model, while

the inner bars show those which turned out to be effective on the

target model as well; the lines, instead, show the value of trans-

ferability. On the Spambase dataset, the results for Random Forest

and AdaBoost are very similar, and AMEBA outperforms the best-

performing baseline in terms of successful evasion attacks. For

example, in the case of Random Forest with perturbation 𝜀 = 0.10,

AMEBA generates 395 successful attacks, while the best-performing

baseline only produces 245 successful attacks (+61%). We also ob-

serve that, when the amount of perturbation 𝜀 increases from 0.10

to 0.15, crafting successful evasion attacks becomes easier and the

difference between AMEBA and the best-performing baseline de-

creases. However, AMEBA still significantly improves over the

baseline in terms of absolute number of successful evasion attacks:

560 vs. 462 in the case of Random Forest (+21%).

An important observation supported by our experiments is that,

while the transferability always tends to grow with the number of

queries spent for surrogate model training, it is hard to identify the

optimal amount of queries which maximizes the number of success-

ful evasion attacks. Indeed, though transferability improves with

larger training sizes, the number of queries available for evasion

attack crafting correspondingly becomes smaller, thus reducing

the attack opportunities and enforcing a delicate trade-off on how

queries to the target model should be spent. AMEBA automati-

cally deals with this problem, while keeping a very high value of

transferability, i.e., from 78% to 84% on Random Forest. Though the

transferability of the best-performing baseline ranges from 89% to

94% on Random Forest, this reduction in transferability is largely

compensated by the increased amount of successful attacks.

The results for logistic regression confirm the trends which we

observed for the other target models, but are interesting because

they also show a counter-intuitive phenomenon. Specifically, we

observe that the transferability of evasion attacks against logistic

regression is significantly lower than for the other two target mod-

els, which was quite unexpected given that logistic regression is

a differentiable model bearing stronger similarities to the surro-

gate model (Linear SVM). This is just one of the many surprises

that transferability might hide [8]. For the case 𝜀 = 0.10, AMEBA

generates 326 successful evasion attacks, as opposed to the 186 at-

tacks of the best-performing baseline on logistic regression (+75%).

Observe also that the transferability of the two attack strategies is

extremely close: 66% vs. 70% when considering the baseline which

produces the highest number of successful evasion attacks. Similar

considerations apply to the case 𝜀 = 0.15.

We now comment on the results for the Wine Quality dataset,

shown in Figure 3. The first observation here is that the results

on the three target models are very close and, notably, crafting

successful evasion attacks is generally harder than for the Spam-

base dataset, in terms of both absolute numbers and transferability.

Nevertheless, AMEBA still works better than the best-performing

baseline in all cases. For example, in the case of Random Forest with

perturbation 𝜀 = 0.20, the best-performing baseline produces 230

successful evasion attacks, while AMEBA generates 241 success-

ful attacks (+5%). This result is already positive, since the attacker

does not know what the optimal baseline is. When the amount

of perturbation 𝜀 increases from 0.20 to 0.25, evading the target

model becomes easier and the gap between AMEBA and the best-

performing baseline becomes more apparent. In particular, AMEBA

can generate 454 successful evasion attacks, as opposed to the 406

attacks of the best-performing baseline (+12%). The transferability

of the evasion attacks generated by AMEBA is very close to that of

the best-performing baseline in the case of decision tree ensembles,

and particularly for Random Forest, while the gap is bigger for

logistic legression. However, transferability is still reasonably high

in general, ranging from 65% at worst to 71% at best.

Finally, we report in Figure 4 the results for the CodRNA dataset.

The results are again very positive and even show improvements

over the other datasets: AMEBA does not just generate a higher

number of successful evasion attacks than the best-performing base-

line, but it also improves over most baselines in terms of transfer-

ability. For example, in the case of Random Forest with perturbation

𝜀 = 0.10, the best-performing baseline produces 290 successful eva-

sion attacks, while AMEBA can craft 411 successful attacks (+42%).

The evasion attacks crafted by AMEBA have a transferability of 64%,

which is very close to the transferability of the baseline producing

the largest number of successful attacks (65%). When moving to

𝜀 = 0.15, the best-performing baseline identifies 475 successful eva-

sion attacks, while AMEBA produces 560 successful attacks (+18%).

The evasion attacks crafted by AMEBA have a transferability of

75%, a value which improves over most baselines and is quite close

to the transferability of the baseline producing the largest number

of successful attacks (78%).

4.4 Why AMEBAWorks?
To better understand why AMEBA is effective in crafting evasion

attacks, we also carry out some additional analyses. In the first

one, we focus on the alternation between the Train and the Attack
actions chosen by AMEBA. Figure 5 presents the results of our

analysis on the Spambase dataset. The figure uses red and blue

lines to show the trend of the average reward for the Attack and
the Train actions respectively; the background of the plots shows

instead which of the two actions was taken at each round. The

figure shows some interesting trends and, to appreciate them, we
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Figure 2: Experimental results on the Spambase dataset

Ours100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
Training instances

0

50

100

150

200

250

300

350

Ev
ad

in
g 

in
st

an
ce

s

Wine RandomForest, = 0.20

AMEBA - Surrogate
AMEBA - Target
Baseline - Surrogate
Baseline - Target

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sf
er

ab
ilit

y

AMEBA - Transferability
Baseline - Transferability

(a)

Ours100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
Training instances

0

50

100

150

200

250

300

350

Ev
ad

in
g 

in
st

an
ce

s

Wine AdaBoost, = 0.20

AMEBA - Surrogate
AMEBA - Target
Baseline - Surrogate
Baseline - Target

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sf
er

ab
ilit

y

AMEBA - Transferability
Baseline - Transferability

(b)

Ours100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
Training instances

0

50

100

150

200

250

300

350

400

Ev
ad

in
g 

in
st

an
ce

s

Wine Logistic Regression, = 0.20

AMEBA - Surrogate
AMEBA - Target
Baseline - Surrogate
Baseline - Target

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sf
er

ab
ilit

y

AMEBA - Transferability
Baseline - Transferability

(c)

Ours100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
Training instances

0

100

200

300

400

500

600

Ev
ad

in
g 

in
st

an
ce

s

Wine RandomForest, = 0.25

AMEBA - Surrogate
AMEBA - Target
Baseline - Surrogate
Baseline - Target

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sf
er

ab
ilit

y

AMEBA - Transferability
Baseline - Transferability

(d)

Ours100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
Training instances

0

100

200

300

400

500

600

700

Ev
ad

in
g 

in
st

an
ce

s

Wine AdaBoost, = 0.25

AMEBA - Surrogate
AMEBA - Target
Baseline - Surrogate
Baseline - Target

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sf
er

ab
ilit

y

AMEBA - Transferability
Baseline - Transferability

(e)

Ours100 150 200 250 300 350 400 450 500 550 600 650 700 750 800
Training instances

0

100

200

300

400

500

600

700

Ev
ad

in
g 

in
st

an
ce

s

Wine Logistic Regression, = 0.25

AMEBA - Surrogate
AMEBA - Target
Baseline - Surrogate
Baseline - Target

0.0

0.2

0.4

0.6

0.8

1.0

Tr
an

sf
er

ab
ilit

y

AMEBA - Transferability
Baseline - Transferability

(f)

Figure 3: Experimental results on the Wine Quality dataset
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Figure 4: Experimental results on the CodRNA dataset
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Figure 5: Actions and mean rewards on the Spambase dataset
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Figure 6: Experimental results on the Spambase dataset (without queue for instance reuse)

recall that AMEBAworks better against tree ensembles than against

logistic regression on the Spambase dataset. When the perturbation

is smaller (𝜀 = 0.10) and the target model is quite vulnerable to eva-

sion (Random Forest and AdaBoost), AMEBA shows the expected

trend: it first performs a number of Train actions to improve the

quality of the surrogate model, then it primarily moves to theAttack
action and tries to capitalize over it. The use of the Train action

thus becomes sporadic and only returns popular at the end of the

run, where the only instances which are left in Datk do not allow

for the creation of evasion attacks working against the surrogate

model. In the case of logistic regression, instead, AMEBA starts

with some Attack actions and then resorts to training, given the

encountered challenges of evasion; only after the mean reward of

the Attack action exceeds that of the Train action, AMEBA switches

back to evasion attack crafting. Note that, when the perturbation

becomes larger (𝜀 = 0.15), evasion attack crafting becomes easier

on all target models and AMEBA normally privileges the Attack
action over the Train action.

To conclude our analysis of the inner workings of AMEBA, we

carry out a last experiment to understand the impact of organiz-

ing Datk as a queue for evasion attack crafting. Recall that, when

AMEBA cannot craft an evasion attack for a given instance, that in-

stance is pushed back into Datk for later use rather than discarded.

The intuition here is that, since the surrogate model is refined over

time, instances leading to a failure at a given round might lead

to successful evasion attacks in a later round. Figure 6 shows the

results we would get on the Spambase dataset if we did not organize

Datk as a queue and rather discarded instances which cannot evade

the surrogate when they are first chosen for evasion attack crafting.

Observe that AMEBA would turn out to be less effective than the

best-performing baseline in the case of tree ensembles, where it

used to outperform it (cf. Figure 2). This confirms that adaptive at-

tack strategies have an inherent potential to outperform traditional

two-step attack strategies, where a large number of instances can

never be used to craft successful evasion attacks.

4.5 Performance Evaluation
AMEBA can be more computationally expensive than traditional

two-step attack strategies proposed in prior work, most notably

because the number of training rounds is dynamically chosen, hence

the surrogate model might be trained a large number of times. In

particular, recall that the surrogate model is retrained after each

Train action. However, supervised learning algorithms for simple

models like Linear SVMare very efficient andAMEBA is fast enough

for practical usage. To prove this claim, we compute the total time

spent to carry out an adaptive attack through AMEBA (up to query

budget exhaustion) and the average time spent to craft a successful

evasion attack against the target model.

Our experiments show that the performance of AMEBA are per-

fectly appropriate for practical use. Table 3 shows our performance

measurement for the the different experimental settings, averaged

over 10 runs performed on a standard commercial machine. It is

possible to see that the attacker can use AMEBA to carry out an

adaptive black-box attack using 𝑇 = 1000 queries to the target

model just in a matter of minutes, i.e., in around 10 minutes in the

worst case (607 seconds). Remarkably, the average time spent to



Table 3: Performance evaluation of AMEBA. The Total Time column reports the total running time of AMEBA, while the
Average column reports the average time to perform a successful evasion attack. Times are expressed in seconds.

Spambase Wine Quality CodRNA
𝜀 = 0.10 Total Time Average 𝜀 = 0.20 Total Time Average 𝜀 = 0.10 Total Time Average

Random Forest 607 1.53 Random Forest 392 1.63 Random Forest 312 0.76

AdaBoost 317 0.81 AdaBoost 214 0.96 AdaBoost 193 0.46

Log. Regression 243 0.75 Log. Regression 241 0.92 Log. Regression 103 0.24

𝜀 = 0.15 Total Time Average 𝜀 = 0.25 Total Time Average 𝜀 = 0.15 Total Time Average
Random Forest 267 0.48 Random Forest 191 0.42 Random Forest 261 0.46

AdaBoost 150 0.28 AdaBoost 176 0.37 AdaBoost 133 0.23

Log. Regression 99 0.23 Log. Regression 143 0.30 Log. Regression 61 0.11

craft a successful evasion attack is very low, since it is less than

2 seconds in the worst case and less than 1 second in most cases.

This also confirms that the adoption of the Thompson sampling

algorithm is an effective choice in terms of running times.

4.6 Discussion
Overall, our experimental evaluation shed light on two important,

general observations, which motivate the importance of designing

adaptive attack strategies like AMEBA. The first point is that finding

the optimal trade-off between surrogate model training and evasion

attack crafting is far from straightforward. By considering multiple

baselines with a different number of training rounds, we showed

that the effectiveness of black-box evasion attacks has the shape of

a bell curve whose maximum may be hard to predict (see Figure 2

and Figure 3). This means that there is no immediate way to know

when is the right time to switch from surrogate model training to

evasion attack crafting, i.e., the effectiveness of traditional two-step

attack strategies can be significantly affected by such choice.

The second observation we make is that adaptive attack strate-

gies like AMEBA do not just approximate the best-performing

baseline, which would already be a relevant achievement given the

challenges discussed above, but have the potential to outperform

them, as we observed on the Spambase dataset. The key point here

is that a traditional two-step attack strategy commits to a specific

surrogate model: if the surrogate is not good enough to craft evasion

attacks for a given instance, that instance cannot evade the target

model and must be discarded. Instead, an adaptive attack strategy

dynamically refines the surrogate model, hence instances which

cannot be attacked at a given round might evade the target model

at a later round: this point can be appreciated by comparing the

results in Figure 2 against those in Figure 6. Note that the ability of

optimally using the available instances for evasion attack crafting

is particularly important when the collection of labeled instances

is costly and hard for the attacker, e.g., due to the lack of publicly

available datasets.

Finally, we note that AMEBA is a novel attack, yet it is essentially

an optimization of traditional attack strategies based on transfer-

ability. Finding provably robust defenses against transferability is

still an open problem [29]. We do not expect AMEBA to fundamen-

tally change the landscape of the research on such defenses, but we

advocate the adoption of adaptive attack strategies to make their

security evaluation more meaningful in practice.

5 RELATEDWORK
Practical black-box evasion attacks against ML have first been pro-

posed by Papernot et al. [20]. They introduced the two-step attack

strategy based on surrogate model training and evasion attack craft-

ing, which was considered in the present paper and leveraged by

other prominent work in the area [16, 19]. However, none of these

papers discussed how to optimally switch from step 1 to step 2

during the attack and rather assumed the application of a fixed

number of surrogate training rounds. An alternative black-box at-

tack strategy, known as query-only, avoids the surrogate model

training step and rather tries to directly estimate the gradient of

the target model by performing multiple queries to it [4, 5]. These

two attack strategies are complementary: the former is efficient

in terms of the number of queries to the target model, but pro-

duces evasion attacks with relatively low success rate; the latter,

instead, crafts very effective evasion attacks, but requires many

more queries to the target model just to evade a single instance.

This has been discussed in prior work proposing combinations of

transferability-based attacks and query-only attacks, trying to get

the best of the two worlds [7, 14, 27]. This line of work can directly

take advantage of the adaptive approach proposed by AMEBA.

Recent papers focused on how to reduce the number of queries

required by query-only attacks through different optimizations,

while preserving their effectiveness [1, 6, 12, 13]. Though this line

of research is promising, the number of queries required by query-

only attacks are still orders of magnitude higher than what can

be achieved via surrogate model training. Most notably, observe

that the same surrogate can be used to attack all the instances of

interest, which makes evasion attacks based on surrogates inher-

ently cheaper and harder to detect. This motivates the still strong

interest in transferability by the research community [8, 18, 25, 31].

In particular, we highlight here an important point: even adver-

sarially trained models might be vulnerable to black-box evasion

attacks based on transferability, as noted by Tramèr et al. [29]. The
same paper empirically showed that enriching the training set with

evasion attacks from different surrogate models can improve ro-

bustness against such attacks. However, as noted by the authors in

an addendum from April 2020, recent work proposed more sophis-

ticated techniques to craft evasion attacks, which can circumvent

their defense technique [9, 10, 30]. These recent advances in the

area focused on the design of new evasion attack crafting algo-

rithms, which provide better transferability, but they still assume



the existence of a pre-trained surrogate model. As such, they play

a complementary role with respect to our study, which instead

focuses on how to deal with the inherent tension between surro-

gate model training and evasion attack crafting in a query-limited

setting. We expect our results to immediately generalize to other

algorithms for evasion attack crafting besides the FGV algorithm

which we used. In the end, our paper proposes a different angle on

the design space which can be explored to improve the effectiveness

of black-box evasion attacks against ML.

6 CONCLUSION
We proposed AMEBA, the first adaptive approach to the black-box

generation of evasion attacks against ML models. AMEBA exploits

a formal reduction to the Bernoulli MAB problem to identify the

best sequence of adversarial actions to evade a target classifier via

transferability. We experimentally showed that AMEBA can out-

perform traditional attack strategies and effectively solve a delicate

trade-off in the use of queries to the target model overlooked by

previous work. We recommend the adoption of adaptive attack

strategies like AMEBA when evaluating the security of ML models

against black-box attacks from now on.

We foresee several avenues for future work. First, we would like

to experiment with different rewards for the Train action in our

reduction to MAB, since the cross-validation score is just one of

many plausible measures to consider. Then, we would like to extend

our experimental evaluation to more sophisticated attack strategies,

where instances for surrogate model training are not randomly

chosen, but rather crafted to maximize the similarity between the

surrogate and the target [20]. Finally, we plan to generalize our

approach to the case where the output of the target model is not just

a class label, but rather a confidence score or a probability vector.

This additional amount of information might support the design

of more sophisticated heuristics to assign the rewards of the two

actions in our reduction to MAB.
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A DEEP LEARNING RESULTS
To show that our proposal generalizes to deep learning models,

which are increasingly used for perceptual tasks like image recog-

nition, we also carry out an additional experiment on the standard

MNIST dataset.
6
In particular, we use 40000 instances of MNIST to

train four deep learning models from the literature as targets. The

models are taken from [27] and its shared code.
7
Specifically, we

train the following targets:

• a standard Convolutional Neural Network (CNN), which is

a simple model for image classification;

• the Model A and Model C networks, which are more sophis-

ticated models exhibiting near-perfect accuracy on MNIST;

• a variant of the Model A network where we remove the drop-

out layers. Since drop-out layers provide robustness against

noise, we might expect this network to be more vulnerable

to evasion attacks than Model A.

We use the Caffe
8
variant of a traditional LeNet [15] network as

surrogate in all cases. This model has roughly the same complexity

of the target CNN, while being significantly smaller than the other

target models in terms of number of parameters. We report in

Table 4 the architectures of all the networks for reference.

We assume a perturbation 𝜀 = 3.0, creating images which are

still recognizable by humans. We provide examples of perturbed

images in Figure 7. Finally, we assume the attacker can perform

𝑇 = 3000 queries to the target model. We assign a larger budget to

the attacker in this experiment, because neural network models are

more complex and require more data to be trained.

(a) (b) (c)

Figure 7: Examples of perturbed images

The target models are trained for a maximum number of 200

epochs with Adam, a learning rate of 10
−3

and batch size 128. The

effective number of epochs is selected by stopping the training

process after 50 epochs in which the validation loss has not im-

proved. We extract 10000 instances from the MNIST dataset as a

validation set for early-stopping. All target models achieve at least

99% accuracy on a randomly sampled test set of 10000 instances.

The surrogate model is trained for 15 epochs with Adam, a learning

rate of 10
−3

and batch size 32. We train both the target models and

the surrogate using data augmentation, with a random rotation of

±20 degrees of the digit at most, a random right and left shift of 0.2

6
http://yann.lecun.com/exdb/mnist/

7
https://github.com/suyeecav/Hybrid-Attack

8
https://nbviewer.jupyter.org/github/BVLC/caffe/blob/master/examples/01-learning-

lenet.ipynb

of the total width of the image at most and a random zoom in the

range 0.8 - 1.2 (the value 1 leaves the instance unmodified).

Figure 8 presents the results of the experimental evaluation.

It is immediate to observe that AMEBA outperforms the best-

performing baseline in terms of absolute number of successful

evasion attacks. The percent increase with respect to the best-

performing baseline ranges from +22% to +40% across the four

target models. At the same time, the transferability of the evasion

attacks crafted by AMEBA is roughly the same of what is achieved

by the baseline. Surprisingly, our results show that Model A is easier

to evade than its variant without drop-out layers. We conjecture

this might come from the observation that random noise is not

necessarily a good approximation of adversarial noise [3].

B IMPACT OF THE NUMBER OF QUERIES
Figure 9 shows additional experimental results under the assump-

tion that the attacker can perform 2000 queries to the target model,

rather than just 1000. This is useful to show that our experiments

are not biased by the chosen number of queries, which is an as-

sumption on the attacker’s power: indeed, we observe a similar

figure with respect to the plots in Section 4. For space reasons, we

only report the results for the smaller of the two perturbations 𝜀

that we considered in the original experiments. We observe that

increasing the number of queries used for training typically pro-

vides a better transferability for the baseline: most cases show a

monotonic increase in transferability. However, a better transfer-

ability does not necessarily lead to a larger number of successful

evasion attacks: the best-performing baseline in terms of successful

evasion attacks typically uses a relatively low number of queries in

the training phase, so that more evasion attempts are possible. Our

experiments clearly show that the amount of successful evasion

attacks generated by AMEBA still outperforms the best-performing

baseline, for all datasets and models. For example, in the case of the

Random Forest model trained over the Spambase dataset, the best-

performing baseline crafts 644 successful evasion attacks, while

AMEBA can produce 902 successful attacks (+40%). At the same

time, the transferability of the evasion attacks produced by AMEBA

stays in a very acceptable range, from 60% at worst to 78% at best

across the different settings.



Table 4: Neural network architectures used in this work.

CNN Model A Model C LeNet
Conv(32, 3, 3) + Relu Conv(64, 5, 5) + Relu Conv(128, 3, 3) + Relu Conv(20, 5, 5) + Relu

Conv(64, 3, 3) + Relu Conv(64, 5, 5) + Relu Conv(64, 3, 3) + Relu MaxPool(2,2)

MaxPool(2,2) Dropout(0.25) Dropout(0.25) Conv(50, 5, 5) + Relu

Dropout(0.25) FC(128) + Relu FC(128) + Relu MaxPool(2,2)
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Figure 8: Experimental results on the MNIST dataset
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Figure 9: Experimental results for 𝑇 = 2000 queries


	Abstract
	1 Introduction
	2 Background
	2.1 Evasion Attacks
	2.2 Multi-Armed Bandit

	3 Adaptive Black-Box Attacks
	3.1 Threat Model
	3.2 Adaptive Attack Strategy via MAB
	3.3 AMEBA

	4 Experimental Evaluation
	4.1 Experimental Setup
	4.2 Methodology
	4.3 Experimental Results
	4.4 Why AMEBA Works?
	4.5 Performance Evaluation
	4.6 Discussion

	5 Related Work
	6 Conclusion
	References
	A Deep Learning Results
	B Impact of the Number of Queries

