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Abstract

We consider an extended definition of well-typed programs to general logic programs, i.e., logic programs with negated literals in the body of the clauses. This is a quite large class of programs which properly includes all the well-modeled ones. We study termination properties of well-typed general logic programs while employing the Prolog’s left-to-right selection rule. We introduce the notion of typed acceptable program and provide an algebraic characterization for the class of well-typed programs which terminate on all well-typed queries.

1 Introduction

In studying termination of logic programs two main directions can be recognized as clearly described in [18]. The first one is intended to algebraically characterize classes of programs and queries terminating wrt. a specific interpreter, such as termination wrt. SLD-resolution [3, 11], LD-resolution [10, 22], LDNF-resolution [9, 12], SLD-resolution with dynamic scheduling [14, 25]. The second one is intended to automatize the verification by defining sufficient conditions for termination wrt. the standard Prolog interpreter [27, 20, 13, 21, 19].

In this paper we follow the first approach: we define and characterize the class of well-typed typed terminating programs, namely well-typed general programs terminating wrt. LDNF-resolution for any well-typed general query. These programs and queries may contain negated literals; they are mode and typed and they satisfy some correctness conditions relating the types of input arguments to the types of output arguments.

Our work is in the style of Apt and Pedreschi in [9] for characterizing left termination of general programs. We introduce the notion of typed acceptability and prove that it is both a necessary and a sufficient condition for typed termination. Our proposal exploits the well-behavior properties of well-typed programs and queries similarly to what has been done in [22] for well-modeled definite programs. Actually, our present proposal can also be interpreted as
an extension of [22] to general programs. In fact, when we consider definite programs and the set of ground terms as the only possible type, the class of well-typed programs and queries coincides with the class of well-moded ones. Hence, in this paper, we give also a full characterization of well-terminating programs.

Well-typed definite programs and queries has been introduced by Brunsard et al. in [15] and studied also by Apt et al. in [6, 7]. The extension of this notion to general logic programs has been introduced in [12] where we study modular and incremental techniques for proving termination properties of general programs wrt. LDNF-resolution. In that paper we already observe how well-behavior properties of programs can greatly simplify such verification proofs. These ideas have been further developed in the present work and are used in the proofs.

Well-typed programs form an interesting class of programs, since they include the majority of the programs used in practice. In fact modes and types can be viewed as an abstract specification of the intended meaning of the defined predicates, while well-typedness guarantees that the correctness wrt. such a specification is preserved through computations [8]. Both notions of well-moded and well-typed programs are largely exploited in the development of logic programs and are incorporated in the most recent proposals of logic languages such as Mercury [26].

The class of typed terminating programs is included neither in the class of left terminating programs, i.e., programs terminating for any ground query, nor in the class of well-terminating programs, i.e., programs terminating for any well-moded query. As an example let us consider the following program \texttt{ROTATE}. Given a list \( l \) containing at least one ground element different from \( 0 \), it computes a permutation of \( l \) with a non-zero element as the first element.

\[
\begin{align*}
\text{rotate}(0|Xs), Ys) & \leftarrow \text{append}(Xs, [0], Zs), \text{rotate}(Zs, Ys). \\
\text{rotate}([X|Xs], [X|Xs]) & \leftarrow \text{zero}(X). \\
\text{zero}(0). \\
\text{append}([], Ys, Ys). \\
\text{append}([X|Xs], Ys, [X|Zs]) & \leftarrow \text{append}(Xs, Ys, Zs).
\end{align*}
\]

The intended use of \texttt{rotate} is to give the first argument in input and to obtain the second one in output. It is easy to see that the program \texttt{ROTATE} terminates for all queries of the form \texttt{rotate}(s, t), where \( s \) is a list containing at least one ground element different from \( 0 \). Moreover, \texttt{ROTATE} is neither left terminating nor well-terminating since it does not terminate for all ground queries whose first argument is a list of zero’s. The intended and correct use of this program can be captured by mode and type specifications formalizing the fact that the program is intended to be called with an appropriate list in input. Intuitively, the program \texttt{ROTATE} is well-typed wrt. such specifications since, whenever we call it with a query respecting the intended use, all the subcalls will also respect such an intended use.

The paper is organized as follows. In Section 2 a few preliminary definitions are given, in particular we briefly recall the notion of LDNF-resolution, and the
concepts of complete model, level mapping and bounded atom. In Section 3
the definition of well-typedness, extended to general programs and queries, is
recalled and its properties are proved. Typed termination is also defined in this
section. In Section 4 the concepts of typed level mappings and typed acceptability
are introduced. We prove that a well-typed program, typed acceptable wrt. a typed level mapping and some complete model, is typed terminating.
In Section 5 we prove that typed acceptability is also a necessary condition for typed termination. Section 6 briefly compares our proposal with other ap-
proaches. In the Appendix the proofs of some technical results used in the paper
are given.

2 Preliminaries

We use standard notation and terminology of logic programming (see [1, 2, 23]).
Just note that general logic programs are called normal logic programs in [23].
A general clause is a construct of the form \( H \leftarrow L_1, \ldots, L_n \) with \( n \geq 0 \),
where \( H \) is an atom and \( L_1, \ldots, L_n \) are literals (i.e., either atoms or the negation
of atoms). In turn, a general query is a possibly empty finite sequence of literals
\( L_1, \ldots, L_n \), with \( n \geq 0 \). A general program is a finite set of general clauses.
As in the paper we deal with general queries, clauses and programs, we omit
from now on the qualification “general”, unless some confusion might arise.

For a literal \( L \), we denote by \( \text{rel}(L) \) the predicate symbol of \( L \).

Following the convention adopted by Apt in [2], we use bold characters to
denote sequences of objects (so that \( \mathbf{L} \) indicates a sequence of literals \( L_1, \ldots, L_n \),
while \( \mathbf{t} \) indicates a sequence of terms \( t_1, \ldots, t_n \)).

For a given program \( P \), we use the following notations: \( B_P \) for the Herbrand
base of \( P \), \( \text{ground}(P) \) for the set of all ground instances of clauses from \( P \),
\( \text{comp}(P) \) for the Clark's completion of \( P \) [17].

We consider the LDNF-resolution, and following Apt and Pedreschi's ap-
proach in studying the termination of general programs [9], we view the LDNF-
resolution as a top-down interpreter which, given a general program \( P \) and a
general query \( Q \), attempts to build a search tree for \( P \cup \{ Q \} \) by constructing
its branches in parallel. The branches in this tree are called LDNF-derivations
of \( P \cup \{ Q \} \) and the tree itself is called LDNF-tree of \( P \cup \{ Q \} \). Negative literals
are resolved using the negation as failure rule which calls for the construction of
a subsidiary LDNF-tree. If during this subsidiary construction the interpreter
diverges, the (main) LDNF-derivation is considered to be infinite.

By termination of a general program we actually mean termination of the
underlying interpreter. Hence in order to ensure termination of a query \( Q \) in a
program \( P \), we require that all LDNF-derivations of \( P \cup \{ Q \} \) are finite.

For an LDNF-descendant of \( P \cup \{ Q \} \) we mean any query occurring during
the LDNF-resolution of \( P \cup \{ Q \} \), including \( Q \) and all the queries occurring
during the construction of the subsidiary LDNF-trees for \( P \cup \{ Q \} \).

\footnote{In the examples through the paper, we will adopt the syntactic conventions of Prolog so that each query and clause ends with the period “.” and “•” is omitted in the unit clauses.}
Let $P$ be a program and $p$ and $q$ be relations. We say that $p$ refers to $q$ if there is a clause in $P$ that uses $p$ in its head and $q$ in its body; $p$ depends on $q$ if $(p, q)$ is in the reflexive, transitive closure of the relation refers to. We say that $p$ and $q$ are mutually recursive and write $p \simeq q$, if $p$ depends on $q$ and $q$ depends on $p$. We also write $p \sqsubseteq q$, when $p$ depends on $q$ but $q$ does not depend on $p$.

We denote by $\text{Neg}_P$ the set of relations in $P$ which occur in a negative literal in a clause of $P$ and by $\text{Neg}^*_P$ the set of relations in $P$ on which the relations in $\text{Neg}_P$ depend. $P^-$ denotes the set of clauses in $P$ defining a relation of $\text{Neg}^*_P$.

In the sequel we refer to the standard definition of model of a program and model of the completion of a program (see [1, 2] for details). In particular we use the following notion of complete model for a program.

**Definition 2.1 (Complete Model)** A model $M$ of a program $P$ is called complete if its restriction to the relations from $\text{Neg}^*_P$ is a model of $\text{comp}(P^-)$.

The notion of bounded atom that we will use in the sequel is based on the following definition of level mapping, originally due to Bezem [11] and Cavend [16].

**Definition 2.2 (Level Mapping)** A level mapping for a program $P$ is a function $| | : B_P \to \mathbb{N}$ of ground atoms to natural numbers. By convention, this definition is extended in a natural way to ground literals by putting $|\neg A| = |A|$. For a ground literal $L$, $|L|$ is called the level of $L$.

**Definition 2.3 (Bounded Atom)** Let $P$ be a program and $| |$ be a level mapping for $P$. An atom $A$ is called bounded wrt. $| |$ if the set of all $|A^t|$, where $A^t$ is a ground instance of $A$, is finite. In this case we denote by $\max |A|$ the maximum value in this set.

Notice that if an atom $A$ is bounded then, by definition of level mapping, also the corresponding negative literal, $\neg A$, is bounded. Note also that this definition is equivalent to the definition of bounded query introduced in [9] when atomic queries are considered. In fact, in case of atomic queries the notion of boundedness does not depend on a model.

In this paper we also use the following notion of extension of a program which formalizes the situation where a program uses another one as a subprogram.

**Definition 2.4 (Extension)** Let $P$ and $R$ be two programs. A relation $p$ is defined in $P$ if $p$ occurs in a head of a clause of $P$; a literal $L$ is defined in $P$ if rel$(L)$ is defined in $P$; $P$ extends $R$, denoted by $P \sqsupset R$, if no relation defined in $P$ occurs in $R$.

Informally, $P$ extends $R$ if $P$ defines new relations with respect to $R$. Note that $P$ and $R$ are independent if no relation defined in $P$ occurs in $R$ and no relation defined in $R$ occurs in $P$, i.e., $P \sqsupset R$ and $R \sqsupset P$.

We consider also hierarchies of programs, namely chains of extensions.

**Definition 2.5 (Hierarchy of Programs)** Let $P_1, \ldots, P_n$ be programs such that for all $i \in \{1, \ldots, n-1\}$, $P_{i+1} \sqsupset (P_1 \cup \cdots \cup P_i)$. Then we call $P_n \sqsupset \cdots \sqsupset P_1$ a hierarchy of programs.
3 Well-Typed Programs

In this section, we recall the definition of well-typed general program given in
[12] and show some properties of the programs in this class.

The notion of well-typedness relies both on the concepts of mode and type.

**Definition 3.1 (Mode)** Consider an n-ary predicate symbol p. By a mode for
p we mean a function m_p from \{1, \ldots, n\} to the set \{+, -\}. If m_p(i) =+ then
we call i an input position of p; if m_p(i) =- then we call i an output position
of p. By a mode we mean a collection of modes, one for each predicate symbol.

The following very general definition of a type is sufficient for our purposes.

**Definition 3.2 (Type)** A type is a set of terms closed under substitution.

Assume as given a specific set of types, denoted by Types, which includes
Any, the set of all terms, and Ground the set of all ground terms.

**Definition 3.3 (Type Associated with a Position of an Atom)** A type
for an n-ary predicate symbol p is a function t_p from \{1, \ldots, n\} to the set Types.
If t_p(i) = T, we call T the type associated with the position i of p. Assuming
a type t_p for the predicate p, we say that a literal p(s_1, \ldots, s_n) is correctly typed
in position i if s_i \in t_p(i).

In a typed program we assume that every predicate p has a fixed mode m_p
and a fixed type t_p associated with it and we denote it by

\[ p(m_p(1) : t_p(1), \ldots, m_p(n) : t_p(n)). \]

So, for instance, we write append(+ : List, + : List, - : List) to denote the
common use of append where the first two argument positions are input positions,
the last one is an output position, and the type associated with each argument
position is List, i.e., the set of all lists.

The notion of well-typed queries and programs relies on the following concept
of type judgment.

**Definition 3.4 (Type Judgment)** By a type judgment we mean a statement
of the form s : S \Rightarrow t : T. We say that a type judgment s : S \Rightarrow t : T is true,
and write \models s : S \Rightarrow t : T, if for all substitutions \theta, s\theta \in S implies t\theta \in T.

For example, the type judgments (x : Nat, l : ListNat) \Rightarrow ([x[l]/] : ListNat)
and ([x[l]/] : ListNat) \Rightarrow (l : ListNat) are both true.

A notion of well-typed program has been first introduced by Bronsard et al.
in [15] and studied also by Apt and Etalle in [6] and by Apt and Luitjens in [7].
This notion was developed for definite programs. In [12] we extend it to general
programs as defined below.

In the following definition, we assume that i_s : I_s is the sequence of typed
terms filling in the input positions of L_s and o_s : O_s is the sequence of typed
terms filling in the output positions of L_s.
Definition 3.5 (Well-Typed)

- A query \( L_1, \ldots, L_n \) is called well-typed if for all \( j \in \{1, \ldots, n\} \)
  \[ \models o_j : O_j, \ldots, o_k : O_k \Rightarrow i_j : I_j \]
  where \( L_{j_1}, \ldots, L_{j_k} \) are all the positive literals in \( L_1, \ldots, L_{j-1} \).

- A clause \( L_0 \leftarrow L_1, \ldots, L_n \) is called well-typed if for all \( j \in \{1, \ldots, n\} \)
  \[ \models i_0 : I_0, o_j : O_j, \ldots, o_k : O_k \Rightarrow i_j : I_j \]
  where \( L_{j_1}, \ldots, L_{j_k} \) are all the positive literals in \( L_1, \ldots, L_{j-1} \), and
  \[ \models i_0 : I_0, o_j : O_j, \ldots, o_k : O_k \Rightarrow o_0 : O_0 \]
  where \( L_{j_1}, \ldots, L_{j_k} \) are all the positive literals in \( L_1, \ldots, L_n \).

- A program is called well-typed if all of its clauses are well-typed.

The difference between this definition and the one usually given for definite programs is that the correctness of the terms filling in the output positions of negative literals cannot be used to deduce the correctness of the terms filling in the input positions of a rightmost literal (or the output positions of the head in a clause). The two definitions coincide either for definite programs or general programs whose negative literals have all argument positions being input positions.

Example 3.6 Consider again the program \texttt{ROTATE} of the introduction: it is well-typed wrt. the modes and types specified below

\begin{verbatim}
rotate(+ : List*, - : List*)
zero(+ : Any)
append(+ : List*, + : List*, - : Lists)
\end{verbatim}

where List* denotes the set of all (possibly non-ground) lists containing at least one ground element different from 0.

Note that well-typedness does not imply correct typedness in all argument positions: an atomic query is well-typed if it is correctly typed in its input positions and a unit clause \( p(s : S, t : T) \leftarrow \) is well-typed if \( \models s : S \Rightarrow t : T \).

Definition 3.7 (Correct Typedness) Let \( P \) be a typed program. We say that an atom is correctly typed if it is correctly typed in all its argument positions.
A query is correctly typed if all its positive literals are correctly typed and all its negative literals are correctly typed in all their input positions. A clause is correctly typed if both the body and the head are correctly typed.
Note that correct typedness of a well-typed query is ensured just by requiring
correct typedness of the output positions of the positive literals, while correct
typedness of a well-typed clause is ensured just by requiring correct typedness
of the input positions of the head and of the output positions of the positive
literals in the body.

In the literature we find many properties of well-typed definite programs
which hold also for general programs. Here we recall some of them we will use
in the rest of the paper.

\textbf{Remark 3.8} If $Q := L_1, \ldots, L_n$ is a non-empty well-typed query, then all pre-
fixes, $L_1, \ldots, L_i$ with $i \in \{1, \ldots, n\}$, of it are well-typed too. In particular, its
first literal $L_1$ is well-typed.

The next Lemma states that well-typed queries are closed under LDNF-
resolution. It has been proved by Brionsard et. al. in [15] for definite programs
and extended to general programs in [12].

\textbf{Lemma 3.9} Let $P$ and $Q$ be a well-typed program and a well-typed query, respec-
tively. Then all LDNF-descendants of $P \cup \{Q\}$ are well-typed.

\textbf{Lemma 3.10} Let $P$ and $Q$ be a well-typed program and a well-typed query,
respectively. Let $\theta$ be a computed answer substitution of a successful LDNF-
derivation of $P \cup \{Q\}$. Then $Q\theta$ is correctly typed.

\textbf{Proof.} The proof follows by a straightforward generalization of Corollary 10.9

In what follows we denote by $\text{ground}_\omega(P)$ the set of all correctly typed ground
instances of clauses of $P$. The proof of the following result is reported in the
Appendix.

\textbf{Theorem 3.11} Let $P$ and $Q$ be a well-typed program and a well-typed query,
respectively, and $M$ be a complete model of $\text{ground}_\omega(P)$. If there is a successful
LDNF-derivation of $P \cup \{Q\}$ with computed answer substitution $\theta$ then $M \models Q\theta$.

We now define the termination property we focus on.

\textbf{Definition 3.12 (Typed Termination)} A program $P$ is called typed termin-
ating if all LDNF-derivations of $P$ starting in a well-typed query $Q$ are finite.

The following property holds.

\textbf{Lemma 3.13} Let $P$ be a well-typed program. $P$ is typed terminating if for all
well-typed positive literals $A$, all LDNF-derivations of $P \cup \{A\}$ are finite.

\textbf{Proof.} Clearly, if $P$ is typed terminating then for all well-typed positive literals
$A$, all LDNF-derivations of $P \cup \{A\}$ are finite.

Suppose now that for all well-typed positive literals $A$, all LDNF-derivations
of $P \cup \{A\}$ are finite. By Lemma 3.9 and Remark 3.8 all selected literals in
all LDNF-derivations of $P$ starting in a well-typed query $Q$ are well-typed.
Moreover, if all LDNF-derivations of $P \cup \{A\}$ are finite then also all LDNF-
derivations of $P \cup \{\neg A\}$ are finite. Then $P$ is typed terminating. ■
4 Typed Acceptable Programs

In order to prove typed termination of well-typed programs we introduce the concept of typed acceptable program.

We first define the concept of typed level mapping.

**Definition 4.1 (Typed Level Mapping)** Let $P$ be a typed program and $\mid \mid$ be a level mapping for $P$. We say that $\mid \mid$ is a typed level mapping for $P$ if

- every well-typed atom defined in $P$ is bounded wrt. $\mid \mid$.

**Example 4.2** Consider the program ROTATE of the introduction. The following is a typed level mapping for ROTATE.

\[\begin{align*}
&\text{rotate}(L, L2) = |L|_{\text{length}} \\
&\text{zero}(x) = 0 \\
&\text{append}(L, L2, L3) = |L|_{\text{length}}
\end{align*}\]

where for a term $t$, if $t$ is a list then $|t|_{\text{length}}$ is the length of the maximal prefix of $t$ made by zero’s, otherwise it is 0, while $|t|_{\text{length}}$ is equal to the length of the list, otherwise it is 0.

For well-typed programs, we introduce the following notion of typed acceptability. It is in the same style of the notion of well-acceptability introduced in [22], but as we discuss later on there is a main difference in the requirement on the level mapping.

**Definition 4.3 (Typed Acceptable Program)** Let $P$ be a well-typed program, $\mid \mid$ be a typed level mapping for $P$ and $M$ be a complete model of $\text{ground}_{\tau}(P)$.

- A clause of $P$ is called typed acceptable wrt. $\mid \mid$ and $M$ if for every ground instance $A \leftarrow A', B, B'$ of it such that $A$ is correctly typed in its input positions,

  \[|M | A \text{ and } \text{rel}(A) \approx \text{rel}(B) \text{ then } |A| > |B|\].

- $P$ is called typed acceptable wrt. $\mid \mid$ and $M$ if all its clauses are.

Notice that in the definition of typed acceptability we only require to compare the level of the head with the level of the “reachable” mutually recursive literals in clause bodies. This is a much weaker requirement than the one given in both the notions of acceptability and of semi-acceptability, introduced in [9, 10] for proving left termination. In fact, in [9, 10], all the “reachable” literals in the bodies have to be measured.

We first prove a result which provides an incremental method for proving typed termination.

**Theorem 4.4** Let $P$ and $R$ be two programs such that $P$ extends $R$ and $P \cup R$ is well-typed. Let $M$ be a complete model of $\text{ground}_{\tau}(P \cup R)$. Suppose that
(i) if the predicate symbols p and q are both defined in P then neither p ⊬ q 
or q ⊬ p (i.e., either they are mutually recursive or independent),

(ii) P is typed acceptable wrt. a typed level mapping || and M,

(iii) R is typed terminating.

Then P ∪ R is typed terminating.

Proof. By Lemma 3.13, it is sufficient to prove that for all well-typed positive literals A, all LDNF-derivations of (P ∪ R) ∪ {A} are finite. Let us consider a well-typed atom A.

If A is defined in R, then the thesis trivially holds by (iii).

If A is defined in P, by definition of typed level mapping, A is bounded wrt. || and then max|A| is defined. The proof proceeds by induction on max|A|.

Base. Let max|A| = 0. In this case, by (i) and (ii), if c : H ← L is a clause of P such that H unifies with A and L is non-empty, then all literals in L are defined in R. The thesis follows by (iii).

Induction step. Let max|A| > 0. It is sufficient to prove that for all direct descendants (L_1, . . . , L_n) in the LDNF-tree of (P ∪ R) ∪ {A}, if θ_i is a computed answer for (P ∪ R) ∪ {(L_1, . . . , L_{i-1})} then all LDNF-derivations of (P ∪ R) ∪ {L_iθ_i} are finite.

Let c : H ← L'_1, . . . , L'_n be a clause of P such that σ = mgu(H, A). For all i ∈ {1, . . . , n}, let L'_i = L'_iσ and θ_i be a computed answer for (P ∪ R) ∪ {(L'_1, . . . , L'_{i-1})}. By Remark 3.8 and Lemma 3.9, each literal L'_iθ_i is well-typed. We distinguish two cases.

If L'_iθ_i is defined in R then the thesis follows by (iii).

Suppose that L'_iθ_i is defined in P. L'_iθ_i is bounded since it is well-typed. We prove that max|A| > max|L'_iθ_i|. The thesis will follow by the induction hypothesis.

First of all, by hypothesis (i), rel(L'_iθ_i) ≈ rel(H').

Let γ be a substitution such that L_iθ_iγ is a ground instance of L'_iθ_i. Then there exists γ' such that (L_1, . . . , L_{i-1})γ is a ground instance of (L'_1, . . . , L'_{i-1})θ_i, cγ' is a ground instance of c and L_iγ' = L_iθ_iγ. By the facts that A is well-typed and L'_1, . . . , L'_i is a prefix of an LDNF-descendant of (P ∪ R) ∪ {A}, it follows that L_1, . . . , L_i is well-typed. Hence, by Theorem 3.11, M |= (L_1, . . . , L_{i-1})γ'. Moreover, since A is correctly typed in its input positions and Aσ = Hσ it follows that Hσγ is correctly typed in its input positions. Then,

\[ |L_iθ_iγ| = |L'_iγ'| \]
\[ = |L'_iσγ'| \quad (\text{since } L_i = L'_iσ) \]
\[ < |Aσγ'| \quad (\text{since } P \text{ is typed acceptable wrt. } M \text{ and } ||) \]
\[ = |Aσγ'| \quad (\text{since } σ = mgu(H, A)). \]

Then we can conclude that max|A| > max|L'_iθ_i|.

Let us now prove our general result.
Theorem 4.5 Let \( P \) be a well-typed program, \( \mid \mid \) be a typed level mapping for \( P \) and \( M \) be a complete model of \( \text{ground}_{\tau}(P) \).

- If \( P \) is typed acceptable wrt. \( \mid \mid \) and \( M \) then \( P \) is typed terminating.

Proof. We decompose \( P \) into a hierarchy of \( n \geq 1 \) programs \( P := P_1 \cup \ldots \cup P_n \) such that \( P_n \supset \ldots \supset P_1 \) and for every \( i \in \{1, \ldots, n\} \) if the relation symbols \( p_i \) and \( q_i \) are both defined in \( P_i \) then neither \( p_i \sqsupset q_i \) nor \( q_i \sqsupset p_i \) (i.e., either they are mutually recursive or independent). Moreover, for each \( P_i \), we consider the level mapping \( \mid \mid_i \) defined in the following way: if \( A \) is defined in \( P_i \) then \( \mid \mid_i[A] = \mid \mid[A] \) else \( \mid \mid_i[A] = 0 \). Notice that each \( \mid \mid_i \) is a typed level mapping and each \( P_i \) is typed acceptable wrt. \( \mid \mid_i \) and \( M \).

We prove that for all well-typed queries \( Q \), all LDNF-derivations of \( P \cup \{Q\} \) are finite. By induction on \( n \).

Base. Let \( n = 1 \). This case follows immediately by Theorem 4.4, by putting \( P = P_1 \) and \( R \) empty.

Induction step. Let \( n > 1 \). Also this case follows by Theorem 4.4, by putting \( P = P_n \), and \( R = P_1 \cup \ldots \cup P_{n-1} \). In fact,

- if the predicate symbols \( p_n \) and \( q_n \) are both defined in \( P_n \) then neither \( p_n \sqsupset q_n \) nor \( q_n \sqsupset p_n \);
- \( P_n \) is typed acceptable wrt. \( \mid \mid_n \) and \( M \);
- \( (P_1 \cup \ldots \cup P_{n-1}) \) is typed terminating, by the inductive hypothesis.

Example 4.6 The well-typed program \( \text{ROTATE} \) in the modes and types of Example 3.6 is typed acceptable wrt.

- the typed level mapping of Example 4.2, and
- a complete model \( M \) of \( \text{ground}_{\tau}(\text{ROTATE}) \) such that

\[
M \models \text{append}(s, [0], t) \iff \mid \mid_{\text{length}\_0} = \mid \mid_{\text{length}\_0}.
\]

It is worth noticing that the condition of typed acceptability offers an extremely powerful and simple method for proving typed termination of a well-typed program. Consider a program (for instance the program \( \text{MAP\_COLOR} \) in [10]) composed by many definitions of independent recursive relations and a "main" procedure which correctly calls such relations. All what we have to do here for proving typed termination is to prove termination independently for each recursive definition on its correct calls.
5 Characterizing Typed Terminating Programs

In this section we prove the converse of Theorem 4.5. This provides us with an exact characterization of well-typed, typed terminating general programs.

Similarly to what has been done in [9] such a characterization is limited to non-flourdering programs. We recall that an LDNF-derivation flourders if there occurs in it or in any of its subsidiary LDNF-trees a query with the first literal being non-ground and negative. An LDNF-tree is called non-flourdering if none of its branches flourders.

To prove the converse of Theorem 4.5 we analyze the size of finite LDNF-trees.

We need the following lemma from [9], where for a program $P$ and a query $Q$, $\text{nodes}_P(Q)$ denotes the total number of nodes in the LDNF-tree of $P \cup \{Q\}$ and in all its subsidiary LDNF-trees.

**Lemma 5.1** [9] Let $P$ be a program and $Q$ be a query such that the LDNF-tree of $P \cup \{Q\}$ is finite and non-flourdering. Then

(i) for all substitutions $\theta$, the LDNF-tree of $P \cup \{Q\theta\}$ is finite and non-flourdering and $\text{nodes}_P(Q\theta) \leq \text{nodes}_P(Q)$;

(ii) for all prefixes $Q'$ of $Q$, the LDNF-tree of $P \cup \{Q'\}$ is finite and non-flourdering and $\text{nodes}_P(Q') \leq \text{nodes}_P(Q)$;

(iii) for all non-root nodes $Q'$ in the LDNF-tree of $P \cup \{Q\}$, $\text{nodes}_P(Q') < \text{nodes}_P(Q)$.

We will use the following notion.

**Definition 5.2** (Non-Flourdering on Well-Typed Atoms) Let $P$ be a typed program. We say that $P$ is non-flourdering on well-typed atoms if no LDNF-derivation starting in a well-typed atom flourders.

Notice that if $P$ is a well-typed program, the previous condition is satisfied whenever all positions of negative literals occurring in the clause bodies are input positions and have types which imply groundness.

The following result is proved in the Appendix.

**Theorem 5.3** Let $P$ be a well-typed program such that $P$ is typed terminating and non-flourdering on well-typed atoms. Then

\{ $A \in B_P \mid A$ is well-typed and there is a successful LDNF-derivation of $P \cup \{A\}$\}

is a complete model of $\text{ground}_r(P)$.

We are now ready to prove the main result of this section.

**Theorem 5.4** Let $P$ be a well-typed program, non-flourdering on well-typed atoms.
• If \( P \) is typed terminating then there exists a typed level mapping \( \sigma \) and a complete model \( M \) for \( \text{ground}_r(P) \) such that \( P \) is typed acceptable wrt. \( \sigma \) and \( M \).

**Proof.** Let us define a level mapping for \( P \) as follows: for all \( A \in B_P \)

\[
|A| = \text{nodes}_P(A) \quad \text{if} \ A \text{ is well-typed}
\]

\[
|A| = 0 \quad \text{otherwise}.
\]

Assume that \( P \) is typed terminating. Then the level mapping \( \sigma \) for \( P \) is well-defined. Moreover, it is a typed level mapping. Note that by definition, for \( A \in B_P \), \( \text{nodes}_P(\neg A) > \text{nodes}_P|A| = |A| = |\neg A| \), so \( \text{nodes}_P(\neg A) > |\neg A| \).

Let \( M \) be the complete model for \( \text{ground}_r(P) \) of Theorem 5.3.

We prove that \( P \) is typed acceptable wrt. \( \sigma \) and \( M \).

Take a clause \( A \leftarrow A, B, B \) of \( P \) and a ground instance \( A\theta \leftarrow A\theta, B\theta, B\theta \) of it such that \( A\theta \) is correctly typed in its input positions. We need to show that

\[
\text{if } M \models A\theta \text{ and } \text{rel}(A\theta) \approx \text{rel}(B\theta) \text{ then } |A\theta| > |B\theta|.
\]

Let \( \sigma \) be an mgu of \( A\theta \) and \( A \), then \( \theta = \sigma \delta \) for some \( \delta \). We have:

\[
|A\theta| = \text{nodes}_P(A\theta) \quad \text{(by definition of } \sigma \text{)}
\]

\[
> \text{nodes}_P(\text{resolvant of } A\theta, B\sigma, B\sigma) \quad \text{(by Lemma 5.1 (iii) and the fact that)}
\]

\[
(\text{resolvant of } A\sigma, B\sigma, B\sigma) \text{ is a resolvant of } P \cup \{A\theta\})
\]

\[
> \text{nodes}_P(A\theta, B\theta, B\theta) \quad \text{(by Lemma 5.1 (i), since } \theta = \sigma \delta)
\]

\[
> \text{nodes}_P(B\theta) \quad \text{(by Lemma 5.1 (iii), since } M \models A\theta) 
\]

\[
> |B\theta| \quad \text{(by Definition of } \sigma \text{)}.
\]

\[\blacksquare\]

## 6 Conclusions

In this paper we propose a new termination property for general logic programs: typed termination. A general program is typed terminating if it terminates for any well-typed query. We follow the style introduced by Apt and Pedreschi for left termination in [9], and give an algebraic characterization of well-typed, typed terminating programs. To this end we use the concepts of typed level mappings, namely level mappings for which any well-typed query is bounded, and typed acceptability. We also prove that, for well-typed programs, typed acceptability is a necessary and sufficient condition for typed termination.

Most of the programs we write are well-typed and typed termination seems to be a very natural termination property for them. Furthermore typed acceptability supplies a very simple way to prove termination since it requires only to compare the levels of “reachable” mutually recursive literals. Thus in the termination proofs very simple level mappings can be used by exploiting both the independence and the hierarchical dependence among predicate definitions.
Moreover the class of typed terminating programs is included neither into the class of left terminating programs nor into the class of well-terminating ones. In fact there are well-typed programs which terminate for all well-typed queries, but they do not terminate for all ground queries or for all well-moded ones.

The present characterization of typed termination is also a generalization of our previous work on well-termination [22]. In fact in [22] we consider only definite programs while for typed termination we consider general programs. Moreover, when we restrict our type system to the only type Ground, i.e., the set of ground terms, well-typed programs coincide with well-moded ones. A moded level mapping is also a typed level mapping, since all well-moded atomic queries are bounded wrt. a moded level mapping. But the reverse is not true, namely a typed level mapping is not a moded level mapping, hence our present requirement of a typed level mapping is less restrictive. In [22] it was not possible to prove that any well-moded well-terminating program is well-acceptable: this property was proved only for a subclass of well-moded programs, the simply-moded ones. By weakening the condition on the level mapping, now we obtain a full characterization for well-terminating programs.

Another approach which can capture typed termination is the one proposed by Pedreschi and Ruggeri in [24]. They give a general framework for proving partial and total correctness of general logic programs wrt. Pre/Post specifications. Clearly with Pre/Post specifications also moding and typing properties can be described and well-typing can be expressed. They basically consider well-asserted programs, as they are called in [8], which are a generalization of well-typed ones. On the other hand, for proving termination they adopt the classical notion of acceptability defined in [9], thus they require a level mapping for comparing all “reachable” literals in program clauses not only the recursive ones. This is a much stronger requirement than our, it produces in general more complicated level mappings and termination proofs, and in some cases it may make impossible to find a proof, even for programs which are typed terminating. This is due to the fact that they cannot give a full characterization of well-asserted programs terminating for well-asserted queries.
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A Appendix

In this appendix we report the proofs of the technical results used in the paper.

Let us first establish the following claim.

Claim 1 Let $P$ and $Q$ be a well-typed program and a well-typed query, respectively. The following statements hold.

(i) If the LDNF-tree of $\text{ground}(P) \cup \{Q\}$ is finitely failed then also the LDNF-tree of $\text{ground}_+(P) \cup \{Q\}$ is finitely failed.

(ii) If there is a successful LDNF-derivation of $\text{ground}(P) \cup \{Q\}$ then there is a successful LDNF-derivation of $\text{ground}_+(P) \cup \{Q\}$.

Proof. By simultaneous induction on $k = \text{rank}(T, \vartheta)$ where

(1) in case $(i)$, $T$ is the finitely failed LDNF-tree of $\text{ground}(P) \cup \{Q\}$ and $\vartheta = \epsilon$,

(2) in case $(ii)$, $T$ is the LDNF-tree of $\text{ground}(P) \cup \{Q\}$ containing a successful LDNF-derivation and $\vartheta$ is its computed answer substitution.

For a formal definition of $\text{rank}(T, \vartheta)$ the reader is referred to [5]. Intuitively, $k$ denotes the number of subsidiary trees that the interpreter would explore during the construction of the finitely failed LDNF-tree of $\text{ground}(P) \cup \{Q\}$ in case $(i)$, or the successful LDNF-derivation of $\text{ground}(P) \cup \{Q\}$ in case $(ii)$.

Base. $k = 0$. In this case no subsidiary tree is explored during the construction of the LDNF-tree of $\text{ground}(P) \cup \{Q\}$.

(i) Let the LDNF-tree of $\text{ground}(P) \cup \{Q\}$ be finitely failed. Since $\text{ground}(P) \supseteq \text{ground}_+(P)$, the LDNF-tree of $\text{ground}_+(P) \cup \{Q\}$ is finitely failed too.

(ii) Let $\delta$ be a successful LDNF-derivation of $\text{ground}(P) \cup \{Q\}$. We prove that all clauses from $\text{ground}(P)$ used to resolve an atom in $\delta$ are correctly typed and thus belong to $\text{ground}_+(P)$. Indeed, let $c := H \leftarrow L$ be a clause of $\text{ground}(P)$ and $A$ be a selected atom in $\delta$ such that $A$ and $H$ unify. By properties of LDNF-resolution, since there exists a successful derivation of $\text{ground}(P) \cup \{A\}$, then there exists a successful derivation of $\text{ground}(P) \cup \{H\}$ too. Hence, by Lemma 3.10, $H$ is correctly typed. Moreover, since $L$ is an LDNF-resolvent of $\text{ground}(P) \cup \{A\}$, then there exists also a successful derivation of $\text{ground}(P) \cup \{L\}$. Again, by Lemma 3.10, $L$ is correctly typed. This proves that the clause $c$ is correctly typed and thus belong to $\text{ground}_+(P)$.

Induction step. $k > 0$.

(i) Let the LDNF-tree of $\text{ground}(P) \cup \{Q\}$ be finitely failed. The proof follows by a secondary induction on the depth $h$ of this tree. Let $Q = L_1, \ldots, L_m$.

Base. $h = 1$. We distinguish two cases.

(a) $L_1$ is a positive literal. In this case there is no clause in $\text{ground}(P)$ whose head unifies with $L_1$. Since $\text{ground}(P) \supseteq \text{ground}_+(P)$, then there is also no clause in $\text{ground}_+(P)$ whose head unifies with $L_1$, i.e., the LDNF-tree of $\text{ground}_+(P) \cup \{Q\}$ is finitely failed.


(b) $L_1$ is a negative literal. Let $L_1 = \neg A$. In this case, there exists a successful LDNF-derivation of $\text{ground}(P) \cup \{A\}$. By the principal induction on $k$, there exists also a successful LDNF-derivation of $\text{ground}_r(P) \cup \{A\}$. This proves that the LDNF-tree of $\text{ground}_r(P) \cup \{Q\}$ is finitely failed.

Induction step. $h > 1$. Again we distinguish two cases.

(a) $L_1$ is a positive literal. In this case, all direct LDNF-descendants of $\text{ground}(P) \cup \{Q\}$ have a finitely failed LDNF-tree in $\text{ground}(P)$. From the fact that $\text{ground}(P) \supseteq \text{ground}_r(P)$, it follows that the set of direct LDNF-descendants of $\text{ground}_r(P) \cup \{Q\}$ is contained in the set of direct LDNF-descendants of $\text{ground}(P) \cup \{Q\}$. The thesis follows by the secondary induction on $h$, since the depth of the subtrees is smaller than $h$.

(b) $L_1$ is a negative literal. Let $L_1 = \neg A$. Since $h > 1$, the LDNF-tree of $\text{ground}(P) \cup \{A\}$ is finitely failed. By the principal induction on $k$, the LDNF-tree of $\text{ground}_r(P) \cup \{A\}$ is finitely failed too. Hence $L_2, \ldots, L_n$ is the direct LDNF-descendant both of $\text{ground}(P) \cup \{Q\}$ and of $\text{ground}_r(P) \cup \{Q\}$. The thesis follows by the secondary induction on $h$.

(ii) Let $\delta$ be a successful LDNF-derivation of $\text{ground}(P) \cup \{Q\}$ and $k > 0$. By the principal induction on $k$, all the subsidiary trees explored during the construction of $\delta$ are finitely failed in $\text{ground}_r(P)$. Moreover, as in the base case for $k = 0$, for all positive literals selected in $\delta$, we can prove that all input clauses are correctly typed and thus belong to $\text{ground}_r(P)$. This proves that there exists a successful LDNF-derivation of $\text{ground}_r(P) \cup \{Q\}$.

We are now in position to prove Theorem 3.11.

**Theorem 3.11** Let $P$ and $Q$ be a well-typed program and a well-typed query, respectively, and $M$ be a complete model of $\text{ground}_r(P)$. If there is a successful LDNF-derivation of $P \cup \{Q\}$ with computed answer substitution $\theta$ then $M \models Q\theta$.

**Proof** Suppose that there is a successful LDNF-derivation of $P \cup \{Q\}$ with computed answer $\theta$. For any ground instance $Q'$ of $Q\theta$, there is a successful LDNF-derivation of $P \cup \{Q'\}$, by properties of LDNF-resolution. Thus, there is a successful LDNF-derivation of $\text{ground}(P) \cup \{Q'\}$, by Claim 1 (ii). Let $M$ be a complete model of $\text{ground}_r(P)$. By soundness of LDNF-resolution wrt. completion [17], for any ground instance $Q'$ of $Q\theta$, $M \models Q'$, i.e., $M \models Q\theta$.

Let us recall the following theorem due to Apt, Blair and Walker [4] which provides a method for verifying whether an interpretation is a model of $\text{comp}(P)$. It uses the following definition.

**Definition A.1 (Supported Model)** A model $M$ of a program $P$ is called supported if for all ground atoms $A, I \models A$ implies that $I \models L$ for some general clause $A \leftarrow L \in \text{ground}(P)$.

**Theorem A.2** A Herbrand interpretation $I$ is a model of $\text{comp}(P)$ iff it is a supported model of $P$. 
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We can then prove the following theorem.

**Theorem 5.3** Let \( P \) be a well-typed program such that \( P \) is typed terminating and non-floundering on well-typed atoms. Then

\[
\{ A \in B_P \mid A \text{ is well-typed and there is a successful LDNF-derivation of } P \cup \{ A \} \}
\]

is a complete model of \( \text{ground}_\tau(P) \).

**Proof.** Let \( M \) be the set

\[
\{ A \in B_P \mid A \text{ is well-typed and there is a successful LDNF-derivation of } P \cup \{ A \} \}.
\]

We show that \( M \) is a Herbrand model of \( \text{comp}(\text{ground}_\tau(P)) \). To this end, we use Theorem A.2 and show that \( M \) is a supported model of \( \text{ground}_\tau(P) \).

To establish that \( M \) is a model of \( \text{ground}_\tau(P) \), assume by contradiction that some clause \( A \leftarrow L \) from \( \text{ground}_\tau(P) \) is false in \( M \). Then \( M \models L \) and \( M \not\models A \). Since \( P \) is typed terminating and non-floundering on well-typed atoms, \( M \not\models A \) implies that the LDNF-tree for \( P \cup \{ A \} \) is finitely failed and non-floundering.

For some ground substitution \( \gamma \), \( A \leftarrow L = (A' \leftarrow L')\gamma \) where \( c := A' \leftarrow L' \) is a clause from \( P \). Thus \( A \) and \( A' \) unify.

Let \( L'/\sigma \) be the resolvent of \( P \cup \{ A \} \) with the input clause \( c \). The LDNF-tree of \( P \cup \{ L'/\sigma \} \) is also finitely failed and non-floundering. As \( L \) is an instance of \( L'/\sigma \), by Lemma 5.1 (i) we have that the LDNF-tree for \( P \cup \{ L \} \) is non-floundering. Moreover, it is finitely failed, since the queries occurring in the LDNF-tree of \( P \cup \{ L \} \) are all instances of the queries occurring in the LDNF-tree of \( P \cup \{ L'/\sigma \} \).

But the fact that \( L \) is well-typed and the LDNF-tree of \( P \cup \{ L \} \) is finitely failed and non-floundering contradicts the hypothesis that \( M \models L \).

To establish that \( M \) is a supported model of \( \text{ground}_\tau(P) \), consider \( A \in B_P \) such that \( M \models A \), and let \( c \) be the first input clause used in a successful LDNF-derivation of \( P \cup \{ A \} \). Let \( L'/\sigma \) be the resolvent of \( P \cup \{ A \} \) from the clause \( c \). Clearly, a successful LDNF-derivation for \( P \cup \{ L'/\sigma \} \) with computed answer \( \theta \) can be extracted from the successful LDNF-derivation of \( P \cup \{ A \} \). Let \( L \) be a ground instance of \( L'/\sigma \theta \). By Lemma 3.10, both \( A \) and \( L \) are correctly typed. Hence \( A \leftarrow L \in \text{ground}_\tau(P) \). By properties of LDNF-resolution there exists a successful LDNF-derivation for \( P \cup \{ L \} \), hence \( M \models L \). This establishes that \( M \) is a supported interpretation for \( \text{ground}_\tau(P) \).

\[\square\]