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Abstract—The computation of the steady-state distribution of Continuous Time Markov Chains (CTMCs) may be a computationally hard problem when the number of states is very large. In order to overcome this problem, in the literature, several solutions have been proposed such as the reduction of the state space cardinality by lumping, the factorisation based on product-form analysis and the application of the notion of reversibility. In this paper we address this problem by introducing the notion of autoreversibility which is defined as a symmetric coinductive relation which induces an equivalence relation among the chain’s states. We show that all the states belonging to the same equivalence class share the same stationary probabilities and hence the computation of the the steady-state distribution can be computationally more efficient. The definition of autoreversibility takes inspiration by the Kolmogorov’s criteria for reversible processes and hence requires to test a property on all the minimal cycles of the chain. We show that the notion of autoreversibility is different from that of reversible processes and does not correspond to other state aggregation techniques such as lumping. Finally, we discuss the applicability of our results in the case of models defined in terms of a Markovian process Algebra such as the Performance Evaluation Process Algebra.

I. INTRODUCTION

Discrete and continuous time Markov Chains are the theoretical foundations of many approaches to the performance evaluation of computer systems. In particular, many formalisms that have been introduced for defining performance and reliability models have an underlying stochastic process that is a Markov chain. To mention some examples, queueing networks may be defined both with discrete or continuous time (see, [1] for a recent survey), while stochastic Petri nets [2], Markovian process algebras [3], [4] and stochastic automata networks [5] have underlying Continuous Time Markov Chains (CTMCs). The analysis of the underlying process allows one to derive the desired performance indices of the model. Often these indices are computed in steady-state (if it exists), i.e., we compute the stationary state probabilities when the time elapsed from the initial instant tends to infinity. A discrete or continuous time Markov chain that is ergodic admits a unique limiting distribution that is called steady-state distribution. The conditions for ergodicity are well-known for both the discrete and continuous time cases (see, e.g., [6]).

Hereafter, we focus on CTMCs but the results we are presenting may be straightforwardly reformulated for the discrete time case. A CTMC is characterised by its infinitesimal generator \( Q = (q_{ij}) \), i.e., a square matrix whose dimension corresponds to the number of model’s states, and each entry \( q_{ij} \), for \( i \neq j \), is the transition rate from state \( i \) to state \( j \), while \( q_{ii} \) is the opposite of the sum of the row extra-diagonal entries. Let \( \pi = (\pi_i) \) be the row vector associating each state \( i \) with its steady-state probability \( \pi_i \), \( 0 < \pi_i \leq 1 \). Then, \( \pi \) is the unique vector that satisfies the following matrix equations:

\[
\pi Q = 0 \land \pi 1^T = 1,
\]

where \( 1 \) is the row vector of \( 1 \) with the right dimension. The first system of equations is usually referred to as the system of global balance equations (GBEs) while the second equation is the normalising condition that ensures that the sum of the probabilities is \( 1 \) since for ergodic chains the rank of \( Q \) is \( n - 1 \), where \( n \) is the number of states. In practice, for large chains, solving the GBEs can be a computationally difficult task since the algorithms may turn to be numerically unstable and time consuming. In the literature, several methods have been introduced to deal with this problem. Exact and approximate solutions of the GBEs are discussed in [7], [6]. A different approach is that taken by the product-form theory that allows for the derivation of the steady-state distribution as normalised product of the steady-state distributions of the model’s sub-components considered in isolation and opportunistically parametrised [8], [9], [10], [11], [12], [13]. Neuts and other authors proposed a way to exploit the block-regular structure of a certain class of infinitesimal generators [14]. The approach we propose here aims at avoiding the solution of the GBE system of a CTMC by exploiting some structural properties that also leads to a reduction of the number of states that must be considered. Although the idea of reducing the number of states of a Markov process is the base of the aggregation and the lumping techniques studied for instance in [15], to the best of our knowledge, the results we propose are novel. Specifically, we introduce the notion of autoreversibility for CTMCs which relies on a symmetric coinductive relation, named reversal bisimulation, which induces an equivalence relation among the chain’s states called reversal equivalence. The formal definition of this equivalence relation is inspired by the generalised Kolmogorov’s criteria proved in [9]. However, while in [9] and in [16] the authors deal with two distinct processes, the original CTMC and its reversed, in this paper
we study only the forward process and use similar criteria to identify some internal symmetries that allow us to simplify the system of GBE. A CTMC is autoreversible if every state $i$ is associated with another state $i'$ that could be interpreted as its reversed. Two states belong to the same equivalence class if they share the same reversed states. We prove that all the states belonging to the same equivalence class must have the same steady-state probability and that given the stationary probability of state $i$, we can easily compute that of $i'$ which depends also on the cardinality of the equivalence classes of $i$ and $i'$. These properties allow the definition of extremely efficient ways for the computation of the steady-state distribution.

The paper is structured as follows. Section II discusses some related work and introduces the notation and the basic notions needed to keep the paper self-contained. Section III introduces the notion of weak similarity among states which is at the basis of the definition of autoreversibility. Section IV introduces the definition of autoreversibility and discusses the properties of autoreversible CTMCs. Section V shows the application of the definition of autoreversibility and discusses the properties of the reversed process. In [9] the author generalises the Kolmogorov’s criteria in order to encompass non-reversible CTMCs. Hereafter, for a given state $i$ we denote by $q_i$ (resp. $q_i^R$) the quantity $\sum_{j \in S, i \neq j} q_{ij}$ (resp. $\sum_{j \in S, i \neq j} q_{ji}^R$).

An important property of reversible CTMCs is the Kolmogorov’s criterion which states that the reversibility of a process can be established directly from its transition rates.

**Proposition 1** (Kolmogorov’s criteria [16]). A stationary Markov process with state space $S$ and infinitesimal generator $Q$ is reversible if and only if its transition rates satisfy the following equation: for every finite sequence of states $i_1, i_2, \ldots, i_n \in S$.

$$q_{i_1i_2}q_{i_2i_3}\cdots q_{i_{n-1}i_n}q_{i_ni_1} = q_{i_1n}q_{i_2i_1}\cdots q_{i_{n-1}i_n}q_{i_1i_2}.$$  \hspace{1cm} (1)

Notice that the reversed process $X(\tau - t)$ can still be defined when $X(t)$ is not reversible. In [9] the author shows that $X(\tau - t)$ is a CTMC and proves that the transition rates are defined in terms of the stationary distribution of the process $X(t)$ as stated by the following proposition.

**Proposition 2** (Reversed process transition rates [9]). Given the stationary Markov chain $X(t)$, the transition rates of the reversed process $X(\tau - t)$ are defined as follows:

$$q_{ji}^R = \frac{\pi_i}{\pi_j} q_{ij},$$ \hspace{1cm} (2)

where $q_{ji}^R$ denotes the transition rate from state $j$ to $i$ in the reversed process. It still holds that the forward and the reversed process have the same stationary distribution.

Observe that we can replace in Equation (2) any non-trivial solution of the GBE. Roughly speaking, we can say that the knowledge of the reversed process’ transition rates allows for an efficient computation of the invariant measure of the process and vice versa the latter allows for an efficient definition of the reversed process. In [9] the author generalises the Kolmogorov’s criteria in order to encompass non-reversible CTMCs. Hereafter, for a given state $i$ we denote by $q_i$ (resp. $q_i^R$) the quantity $\sum_{j \in S, i \neq j} q_{ij}$ (resp. $\sum_{j \in S, i \neq j} q_{ji}^R$).

**Proposition 3** (Kolmogorov’s generalised criteria [9]). A stationary Markov process with state space $S$ and infinitesimal generator $Q$ has reversed process with infinitesimal generator $Q^R$ if and only if the following conditions hold:

$1)$ $q_i^R = q_i$ for every state $i \in S$;  

$2)$ for every finite sequence of states $i_1, i_2, \ldots, i_n \in S$,

$$q_{i_1i_2}q_{i_2i_3}\cdots q_{i_{n-1}i_n}q_{i_ni_1} = q_{i_1n}q_{i_2i_1}^R\cdots q_{i_{n-1}i_n}^Rq_{i_1i_2}^R.$$ \hspace{1cm} (3)

Proposition 3 suggests us a proof method for verifying whether a vector $\pi$ satisfies the GBE system $\pi Q = 0$ for a given process $X(t)$. It consists in:

1) defining the reversed process $X(\tau - t)$ using Proposition 2 and assuming $\pi$,

2) verifying the generalised Kolmogorov’s criteria of Proposition 3.

If the generalised Kolmogorov’s criteria are verified and $\sum_{s \in S} \pi_s = 1$ then, by uniqueness of the steady-state distribution, we can conclude that $\pi$ is the steady-state distribution of the process.

The last notion we introduce in this section is that of similar states proposed by Yap in [17].
Definition 1 (Similar states). Two distinct states $i_1$ and $i_2$ of a CTMC are similar if their rates to every other state agree, i.e.:

$$\forall j \neq i_1, i_2 \quad q_{i_1 j} = q_{i_2 j}$$

In [17] the author proves that the similarity relation is not transitive (and hence it is not an equivalence relation). Moreover, given a partition of the chain’s state space into similarity classes $^1 S_1, \ldots, S_l$, then $S_i \cup \ldots \cup S_j$ is a lumping [15] for the original CTMC. In [17] the author discusses the applicability of this result with special attention to the analysis of DNA sequences.

III. WEAK SIMILARITY OF STATES

In this section we generalize the Yap’s notion of similarity among states by relating those states whose rates to (and from) any class of weakly similar states agree. We show that weak similarity is an equivalence relation.

In the following, $i \rightarrow j$ denotes a transition from state $i$ to state $j$ and $[j]_{\sim_w}$ denotes the set of states which are weakly similar to $j$. Moreover, we denote by $m_{ij} [j]_{\sim_w}$ the number of transitions from state $i$ to the set of states $[j]_{\sim_w}$ and by $m_{ij}[j]_{\sim_w}$ the number of transitions from the set $[j]_{\sim_w}$ to $i$.

Definition 2 (Weak similarity). Given a CTMC with state space $S$, a relation $\sim_w \subseteq S \times S$ is a weak similarity if:

1) For every $i_1 \rightarrow j_1$ and $i_2 \rightarrow j_2$ such that $i_1 \sim_w i_2$ and $j_1 \sim_w j_2$ it holds that

$$q_{i_1 j_1} = q_{i_2 j_2};$$

2) For every state $j$ and for every state $i_1$ and $i_2$ such that $i_1 \sim_w i_2$, it holds that:

$$m_{i_1 j} [j]_{\sim_w} = m_{i_2 j} [j]_{\sim_w}$$

where for every $i, j \in S$, $m_{ij}[j]_{\sim_w} = |\{i \rightarrow k : j \sim_w k\}|$ and $m_{ij}[j]_{\sim_w}$ = $|\{k \rightarrow i : j \sim_w k\}|$.

Before giving the intuition behind each of the definition items, we prove the following proposition.

Proposition 4. The weak similarity is an equivalence relation.

Proof: Reflexivity and symmetry follow immediately. We prove that $\sim_w$ is transitive. Let $i_1, i_2, i_3$ be three states such that $i_1 \sim_w i_2$ and $i_2 \sim_w i_3$.

In order to prove the first item of Definition 2, let $j_1, j_2, j_3$ be three states such that $i_1 \rightarrow j_1$, $i_2 \rightarrow j_2$ and $i_3 \rightarrow j_3$. From $i_1 \sim_w i_2$ we have $q_{i_1 j_1} = q_{i_2 j_2}$ and from $i_2 \sim_w i_3$ we have $q_{i_2 j_2} = q_{i_3 j_3}$, hence $q_{i_1 j_1} = q_{i_3 j_3}$.

To prove the second item of Definition 2 consider a state $j$. From $i_1 \sim_w i_2$ we have $m_{i_1 j} [j]_{\sim_w} = m_{i_2 j} [j]_{\sim_w}$ and $m_{i_1 j} [j]_{\sim_w} = m_{j} [j]_{\sim_w}$. From $i_2 \sim_w i_3$ we have $m_{i_2 j} [j]_{\sim_w} = m_{i_3 j} [j]_{\sim_w}$ and $m_{j} [j]_{\sim_w} = m_{j} [j]_{\sim_w}$. Hence $m_{i_1 j} [j]_{\sim_w} = m_{i_3 j} [j]_{\sim_w}$ and $m_{j} [j]_{\sim_w} = m_{j} [j]_{\sim_w}$.

Informally, Condition 1 of Definition 2 asks that all the transitions from the states of an equivalence class $[i]_{\sim_w}$ to any state of an equivalence class $[j]_{\sim_w}$ have the same rate.

Condition 2 asks that the number transitions from equivalent states to the states of a fixed equivalence class are the same, and the number transitions from the states of a fixed equivalence class to distinct equivalent states are the same.

Notice that Yap’s notion of similarity classes does not always imply weak similarity. Indeed, let us consider the example presented in [17] of a CTMC with infinitesimal generator

$$Q = \begin{bmatrix} \ast & \alpha_2 & \alpha_3 \\ \alpha_1 & \ast & \ast \\ \ast & \alpha_4 & \ast \end{bmatrix}$$

where $\ast$ denotes the opposite of the sum of the row extra diagonal entries and all $\alpha_i$ are distinct. Notice that according to Definition 1 state 1 is similar to state 2 and the latter is similar to state 3. However, states 1 and 3 are not similar since $\alpha_2 \neq \alpha_4$. Notice that in the case of weak similarity if $i \sim_w 2$, then it must hold $\alpha_1 = \alpha_2$ by Condition 1 of Definition 2. In [17] the author proves that for reversible CTMC, state similarity becomes an equivalence relation. In these cases it implies our notion of weak similarity.

The following example shows a CTMC and its partition into equivalence classes according to $\sim_w$.

Example 1 (Weak similarity). Let us consider the CTMC depicted by Figure 1.

We can easily prove that $A \sim_w C$, $D \sim_w F$ and hence the state space $S$ is partitioned as follows:

$$S/\sim_w = \{\{A, C\}, \{D, F\}, \{B\}, \{E\}\}.$$
the following relation holds [15]:

\[ \sum_{j \in [i]_w} q_{ij} = \sum_{j \in [j]_w} q_{i,j}. \]

This immediately follows by Definition 2.

Another interesting property of weak similarity that will be used in Section IV is the following:

**Proposition 7.** Given a CTMC and a weak similarity relation \( \sim_w \subseteq S \times S \), for each class \( [i]_w, [j]_w \in S/\sim_w \) it holds:

\[ n_i m_{[j]_w} = n_j m_{[i]_w} \tag{4} \]

where \( n_i \) is the cardinality of equivalence class \( [h]_w \), with \( h = i, j \).

**Proof:** The proof follows from Definition 2 by observing that the total number of arcs from class \( [i]_w \) to \( [j]_w \) can be computed using either the expression on the left-hand-side or that on the right-hand-side of Equation (4).

**Theorem 1.** Given an ergodic CTMC with state space \( S \) and a weak similarity relation \( \sim_w \subseteq S \times S \) and two states \( i_1, i_2 \in S \), such that \( i_1 \sim_w i_2 \), then \( \pi_{i_1} = \pi_{i_2} \).

**Proof:** Since \( \sim_w \) induces a lumping of the CTMC we can write down the system of Global Balance Equations (GBEs) of the lumped process:

\[ \pi_{[i]_w} \sum_{j \in [j]_w} q_{ij} m_{[j]_w} = \sum_{[j]_w} \pi_{[j]_w} q_{ij} m_{[i]_w}, \tag{5} \]

where \( \pi_{[h]_w} = \sum_{h \in [h]_w} \pi_h \), for \( h = i, j \). We now prove that \( i_1 \sim_w i_2 \) implies \( \pi_{i_1} = \pi_{i_2} \) by substitution in the system of GBE. So let us assume the steady-state distribution \( \pi_h = \pi_{[h]_w} / n_h \), where \( n_h \) denotes the cardinality of \( [h]_w \). Therefore, the GBE associated with state \( i \) is:

\[ \frac{\pi_{[i]_w}}{n_i} \sum_{j} q_{ij} = \sum_{j} \frac{\pi_{[j]_w}}{n_j} q_{ji}, \]

which can be rewritten as:

\[ \frac{\pi_{[i]_w}}{n_i} \sum_{j} \sum_{j \in [j]_w} q_{ij} = \sum_{j} \frac{\pi_{[j]_w}}{n_j} \sum_{j \in [j]_w} q_{ji}, \]

where we notice that \( \sum_{j \in [j]_w} q_{ij} = m_{[j]_w} q_{ij} \) and \( \sum_{j \in [j]_w} q_{ji} = m_{[i]_w} q_{ji} \). If \( q_{ij} \) and \( q_{ji} \) which appears on the right-hand-side of these equalities represent the positive rate of an arbitrary transition between a state of classes \( i \) and \( j \) and \( i \), respectively (this is sound by Definition 2). Therefore, we have:

\[ \frac{\pi_{[i]_w}}{n_i} \sum_{j \in [j]_w} m_{[j]_w} q_{ij} = \sum_{j \in [j]_w} \frac{\pi_{[j]_w}}{n_j} m_{[i]_w} q_{ji}. \]

We can multiply both hand-sides by \( n_i \) and observe that by Proposition 7 we have \( m_{[j]_w} / n_j = m_{[i]_w} / n_i \). We obtain again Equation (5) which is an identity.

**IV. AUTOREVERSIBILITY**

In this section we introduce the notion of autoreversibility for a given Markov process through the definition of two relations over its states: a **reversal bisimulation** which allows us to relate “reversed” states and a **reversal equivalence relation** which relates states corresponding to the same class of reversed states. We also study the properties of autoreversible CTMCs and, in particular, the relationships among the stationary probabilities of its states. Henceforth we will consider only stationary Markov chains.

The **reversal bisimulation** over the states of CTMC is a coinductive definition, in the style of bisimulation [18], formally expressed as follows.

**Definition 3 (Reversal bisimulation).** Consider an ergodic CTMC with state space \( S \) and infinitesimal generator \( Q \). A symmetric relation \( \mathcal{R} \subseteq S \times S \) is a reversal bisimulation if

1. for every \( (i, i') \in \mathcal{R} \), \( q_{ii'} = q_{i'i} \);
2. for every \( (i_1, i_2) \in \mathcal{R} \) and for every finite sequence of one-step transitions \( i_1 \rightarrow i_2 \rightarrow \cdots \rightarrow i_{n-1} \rightarrow i_n \) there exist \( i'_n \rightarrow i'_{n-1} \rightarrow \cdots \rightarrow i'_2 \rightarrow i'_1 \) such that \( (i_k, i'_k) \in \mathcal{R} \) for all \( k \in \{1, \ldots, n\} \) and

\[ q_{i_1 i_2} q_{i_2 i_3} \cdots q_{i_{n-1} i_n} q_{i_n i_1} = q_{i'_1 i'_2} q_{i'_2 i'_3} \cdots q_{i'_n i'_1}. \]

We are interested in the relation which is the largest reversal bisimulation, formed by the union of all reversal bisimulations. The following proposition ensures that any union of reversal bisimulations is itself a reversal bisimulation.

**Proposition 8.** Consider an ergodic CTMC with state space \( S \) and infinitesimal generator \( Q \). Let \( \mathcal{R}_1, \mathcal{R}_2 \subseteq S \times S \) be two reversal bisimulations. Then \( \mathcal{R}_1 \cup \mathcal{R}_2 \) is a reversal bisimulation.

**Proof:** Let \( (i, i') \in \mathcal{R}_1 \cup \mathcal{R}_2 \). Either \( (i, i') \in \mathcal{R}_1 \) or \( (i, i') \in \mathcal{R}_2 \) and hence Conditions 1 and 2 of Definition 3 are satisfied.

Based on the above result we can define the maximal reversal bisimulation as the union of all reversal bisimulations.

**Definition 4 (Reversal bisimilarity).** Given an ergodic CTMC with state space \( S \), we denote by \( \sim_r \) the maximal reversal bisimulation over \( S \) which is defined by

\[ \sim_r = \bigcup \{ \mathcal{R} \mid \mathcal{R} \text{ is a reversal bisimulation} \}. \]

If \( \sim_r \subseteq S \times S \) is complete, i.e., for all \( i \in S \) there exists \( i' \in S \) such that \( i \sim_r i' \), then \( \sim_r \) is called reversal bisimilarity over \( S \).

It is worth noticing that the effective computation of reversal bisimilarity over a finite state space chain can be implemented as a reformulation of the well-known algorithms that have been developed in the literature of formal models for bisimulation [19], [20].

Notice that reversal bisimilarity \( \sim_r \) is symmetric but in general it is neither reflexive nor transitive. Roughly speaking, we say that \( i \sim_r i' \) if \( i' \) is a “reversed” state of \( i \). The following lemma shows that if two states \( i \) and \( j \) share a reversed state
such that $k_i$ have $i$ is satisfied. In order to prove Condition $j$, consider an ergodic CTMC with state space $S$ and infinitesimal generator $Q$. For all $i,j,i',j' \in S$ such that $i \sim_r i'$ and $j \sim_r j'$, it holds that

$$\{i' : i \sim_r i'\} = \{j' : j \sim_r j'\}.$$  

**Proof:** Let $i'' \in S$ such that $i \sim_r i''$. We prove that also $j \sim_r i''$. From the facts that $i \sim_r i'$, $j \sim_r i'$ and $i \sim_r i''$ we have $q_i = q_j = q_{i''}$ and then Condition 1 of Definition 3 is satisfied. In order to prove Condition 2 of Definition 3, consider a finite sequence of one-step transitions $j = j_1 \to j_2 \to \cdots \to j_{n-1} \to j_n$. From $j \sim_r i'$ there exist $i''_1 \to i''_2 \to \cdots \to i''_j = i'$ such that $(j_k,i''_k) \in R$ for all $k \in \{1,\ldots, n\}$ and

$$q_{j_1}q_{j_2}q_{j_3} \cdots q_{j_{n-1}}q_{j_n} = q_{j_1}q_{j_2}q_{j_3} \cdots q_{j_{n-1}}q_{j_n}.$$  

From $i \sim_r i'$ there exist $i = i_1 \to i_2 \to \cdots \to i_n \to i_n$ such that $(i_k,i''_k) \in R$ for all $k \in \{1,\ldots, n\}$ and

$$q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n} = q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n}.$$  

Finally, from $i \sim_r i''$ there exist $i''_1 \to i''_2 \to \cdots \to i''_n \to i''_i = i'' \in S$ such that $(i_k,i''_k) \in R$ for all $k \in \{1,\ldots, n\}$ and

$$q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n} = q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n}.$$  

and hence

$$q_{j_1}q_{j_2}q_{j_3} \cdots q_{j_{n-1}}q_{j_n} = q_{j_1}q_{j_2}q_{j_3} \cdots q_{j_{n-1}}q_{j_n}.$$  

Analogously, we can prove that for every sequence $i''_i = i''_1 \to i''_2 \to \cdots \to i''_j$, there exist $j = j_1 \to j_2 \to \cdots \to j_k = j$ such that $(i''_k,j_k) \in R$ for all $k \in \{1,\ldots, n\}$ and

$$q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n} = q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n}.$$  

This concludes the proof that $j \sim_r i''$. 

Reversal bisimilarity induces an equivalence relation over the states of the CTMC, denoted $\sim$, which equates states corresponding to the same set of reversed states. We call this equivalence relation, reversal equivalence.

**Definition 5 (Reversal equivalence).** Consider an ergodic CTMC with state space $S$ and reversal bisimilarity $\sim \subseteq S \times S$. For every finite sequence of one-step transitions $i_1 \to i_2 \to \cdots \to i_n \to i_n$ and $i_1' \to i_2' \to \cdots \to i_j'$, such that $i_k \sim_r i_k'$ for all $k \in \{1,\ldots, n\}$ it holds that

$$q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n} = q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n}.$$  

**Proof:** Let $i_1, i_2, \ldots, i_n \in S$ and $i_1' = i''_1' \in S$ be a state such that $i_1 \sim_r i_1'$. By Definition 3, there exist $i_k', i_1', \ldots, i'_n \in S$ such that $(i_k, i''_k) \in R$ for all $k \in \{1,\ldots, n\}$ and

$$q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n} = q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n}.$$  

By Lemma 1 and Definition 5, $i_k' \sim_r i''_k'$ for all $k \in \{1,\ldots, n\}$. Since $\sim$ is a weak similarity, the proof follows by Condition 1 of Definition 2.

We now show that $\sim_r$ is reflexive for the class of reversible Markov processes.

**Proposition 11.** For a stationary Markov process $X(t)$ with state space $S$, if $X(t)$ is reversible then $\sim_r \subseteq S \times S$ is reflexive.

**Proof:** Let $X(t)$ be reversible. Then, by Proposition 1, for any finite sequence of states $i_1, i_2, \ldots, i_n, i_n, i_n \in S$, $q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n} = q_{i_1}q_{i_2}q_{i_3} \cdots q_{i_{n-1}}q_{i_n}$. Consider $R = \{(i,i) : i \in S\}$. It is easy to see that $R$ is a reversal bisimulation and hence $R \subseteq \sim_r$, i.e., $\sim_r$ is reflexive.

In the following example we show Proposition 11 applied to the well-known reversible process called Birth&Death process.
which is underlying to the M/M/n queues with $n \in \mathbb{N} \setminus \{0\}$ or $n = \infty$.

**Example 3** (Birth&Death processes). Consider the Birth&Death process of Figure 2. The CTMC is autoreversible and its reversal relation is reflexive since, given an arbitrary state $i$, each cycle of states starting from $i$ can be followed backward. Moreover, the sequence of states encountered by the forward and the backward paths are trivially associated by the reversal bisimulation.

**Example 4** (Exponential queue with batch arrivals and departures). In this example we consider a Birth&Death process with constant death rate, $\mu_n = \mu$ for all $n > 0$ and constant arrival rate $\lambda$. We consider the possibility of birth arrivals of size $N$ and batch departures of the same size.

Let us denote by $\lambda N$ and $\mu N$ the batches’ arrival and service rate. We assume that when there are less than $N$ customers in the queue the batch departure is disabled. We can easily prove that the CTMC underlying this model is autoreversible with a reflexive reverse relation if $(\lambda N/\mu N) = (\lambda/\mu)^N$. Indeed, consider the path $n, n+1, \ldots, n+N$, then the product of the rates forming the forward cycle is $\lambda^N\mu^N$, while the product of the rates in the backward cycle is $\lambda N\mu N$. Since these two quantities must be identical we have the required condition dividing both hand-sides by $\mu N^N$. Notice that we can extend this analysis to batches of size $N_1, N_2, \ldots, N_B$ that arrive at and leave from the queue, obtaining the condition $(\lambda/\mu)^N_b = \lambda_{N_b}/\mu_{N_b}$ for all $b = 1, \ldots, B$.

The following theorem plays an important role in the analysis of autoreversible CTMCs since it gives an effective way to compute their steady-state distribution without solving the system of global balance equations, i.e., by inspections of the transition rates.

**Theorem 2** (Steady-state distribution). Consider an ergodic CTMC with state space $S$, infinitesimal generator $Q$, stationary probability $\pi$ and reversal bisimilarity $\sim_r \subseteq S \times S$. Let $i_0 \in S$ be an arbitrary state. For all states $i \in S$, let $i = i_n \rightarrow i_{n-1} \rightarrow \cdots \rightarrow i_1 \rightarrow i_0$ ($n \geq 1$) be a chain of one-step transitions and $i'_0 \rightarrow i'_1 \rightarrow \cdots \rightarrow i'_n \rightarrow i'_n = i'$ such that $i_k \sim_r i'_k$ for all $k \in \{0, \ldots, n\}$. Then

$$\pi_i = C_{i_0} \prod_{k=1}^n \frac{q_{i_k,i_{k-1}}}{q_{i_0,i_k}}$$

where $C_{i_0} \in \mathbb{R}^+$. \hspace{1cm} (6)

**Proof:** First, we prove that Equation (6) gives a unique definition of $\pi_i$. Then, we will prove that it is the steady-state probability of state $i$ as required.

Observe that for all $j, k \in S$, we can find a chain $j \rightarrow j_1 \rightarrow \cdots \rightarrow j_{n-1} \rightarrow k$ (for $n \geq 1$) of one-step transitions since the Markov process is irreducible. Now we show that $\pi_i$ is well-defined. Indeed, if $i = j_m \rightarrow j_{m-1} \rightarrow \cdots \rightarrow j_1 \rightarrow j_0 = i_0$ ($m \geq 1$) is another chain, we can always find a chain $i_0 = h_0 \rightarrow h_1 \rightarrow \cdots \rightarrow h_{l-1} \rightarrow h_l = i$. Since the Markov process is autoreversible, there exist a chain $i' = h'_l \rightarrow h'_{l-1} \rightarrow \cdots \rightarrow h'_1 \rightarrow h'_0 = i'_0 = j'_0 \rightarrow j'_1 \rightarrow \cdots \rightarrow j'_{m-1} \rightarrow j'_m = i'$ such that $h_k \sim_r h'_k$ for all $k \in \{0, \ldots, l\}$ and $j_k \sim_r j'_k$ for all $k \in \{0, \ldots, m\}$, and

$$\prod_{k=1}^m q_{j_k,i_{k-1}} \prod_{k=1}^l q_{h_k,i_{k-1}} = \prod_{k=1}^l q_{h_k,i_{k-1}} \prod_{k=1}^m q_{j_k,i_{k-1}}.$$

Moreover, considering the one-step chain $i = i_n \rightarrow i_{n-1} \rightarrow \cdots \rightarrow i_1 \rightarrow i_0 = h_0 \rightarrow h_1 \rightarrow \cdots \rightarrow h_{l-1} \rightarrow h_l = i$, by Definition 6 there exists a chain $i'' = h''_l \rightarrow h''_{l-1} \rightarrow \cdots \rightarrow h''_0 = i'_0 \rightarrow i''_1 \rightarrow i''_2 \rightarrow \cdots \rightarrow i''_n \rightarrow i''_n = i'$ such that $h_k \sim_r h''_k$ for all $k \in \{0, \ldots, l\}$, $i_k \sim_r i''_k$ for all $k \in \{0, \ldots, n\}$, and

$$\prod_{k=1}^n q_{i_k,i_{k-1}} \prod_{k=1}^l q_{h_k,i_{k-1}} = \prod_{k=1}^l q_{h_k,i_{k-1}} \prod_{k=1}^n q_{i_k,i_{k-1}}.$$
Definition 6 there will surely exist $i_0', i', j'$ such that $i_0 \sim_r i_0'$, $i \sim_r i'$ and $j \sim_r j'$ and a path going from $i_0'$ to $j'$ and one step from $j'$ to $i'$ such that

$$
\pi_i = \frac{\Psi_{i_0 \rightarrow j} q_{i'j'}}{\Psi_{j' \rightarrow i_0}} \quad \pi_j = \frac{\Psi_{i_0 \rightarrow j}}{\Psi_{j' \rightarrow i_0}}
$$

where $\Psi_{i_0 \rightarrow j} = \prod_{k=1}^n q_{i_0'k} i_k$ and $\Psi_{j' \rightarrow i_0} = \prod_{k=1}^n q_{i_k k}$, with $j = i_{n'}$.

By Equation (2), we have:

$$
q_{ji}^R = \frac{\pi_i}{\pi_j} = \frac{C_{i_0} n_0^{-1} \Psi_{i_0 \rightarrow j} q_{i'j'}}{C_{i_0} n_0^{-1} \Psi_{i_0 \rightarrow j}} \times \frac{n_j}{n_i} q_{ji'}.
$$

The generalised Kolmogorov’s criteria on the cycles is readily verified. Consider the sequence of states $i_1, \ldots, i_n$ associated with the product $q_{i_1i_2} \cdots q_{i_{n-1}i_n} i_{n+1}$, then the product of the rates in the reversed process is:

$$
q_{i_1} q_{i_1} q_{i_n} \cdots q_{i_{n-1}i_n} = \frac{n_1}{n_0} q_{i_1i_2} \cdots \frac{n_n}{n_{n-1}} q_{i_{n-1}i_n} \cdots \frac{n_2}{n_1} q_{i_2i_1}.
$$

After simplifying we obtain an identity by Definition 6.

We now verify the first generalised Kolmogorov’s criteria.

Let us consider an arbitrary state $j$, then the outgoing flow from the reversed process is:

$$
q_j^R = \sum_{i \in S} \sum_{q_{ij} > 0} \frac{n_j}{n_i} q_{ji}.
$$

We prove that

$$
q_j = \sum_{i \in S} \sum_{q_{ij} > 0} \frac{n_j}{n_i} q_{ji},
$$

and this will conclude the proof since, by Definition 3, $q_j^R = q_j$.

Let us consider the right-hand-side of Equation (9), then we have:

$$
\sum_{i \in S} \sum_{q_{ij} > 0} \frac{n_j}{n_i} q_{ji} = \sum_{i \in S} \sum_{i' \in S} \sum_{q_{ij} > 0} \frac{n_j}{n_i} q_{ji'} = \sum_{i \in S} m_{i} n_j n_k q_{ji} = \sum_{i \in S} m_{i} n_j n_k q_{ji},
$$

where the last equality follows from Proposition 7. By Condition 3 of Definition 6 we have $m_{i[j]} = m_{i[j]}$ and since every equivalence class has exactly one counterpart (possibly itself) by definition, we conclude the proof:

$$
\sum_{i \in S} m_{i} q_{ji} = \sum_{i' \in S} m_{i'} q_{ji'} = \sum_{i' \in S} q_{ji'} = q_j.
$$

We now state two corollaries that aim at simplifying the application of Theorem 2.

**Corollary 1.** Consider an ergodic CTMC with state space $S$, infinitesimal generator $Q$, stationary probability $\pi$ and reversal bisimilarity $\sim_r \subseteq S \times S$. Then for all $i, j \in S$ such that $i = i_n \rightarrow i_{n-1} \rightarrow \cdots \rightarrow i_1 \rightarrow i_0 = j$ and $j' = i_0' \rightarrow i_1' \rightarrow \cdots \rightarrow i_{n-1}' \rightarrow i_n' = i'$ with $i \sim_r i'$, for all $k \in \{0, \ldots, n\}$, it holds

$$
\pi_i = \pi_j \prod_{k=1}^n q_{i_k' k_i}.
$$

**Proof:** By Theorem 2,

$$
\pi_i = C_j n_j \prod_{k=1}^n q_{i_k' k_i}.
$$

where $C_j$ is a positive constant. In particular, $\pi_j = C_j$ and hence

$$
\pi_i = \pi_j \prod_{k=1}^n q_{i_k' k_i}.
$$

**Corollary 2.** Consider an ergodic CTMC with state space $S$, infinitesimal generator $Q$, stationary probability $\pi$ and reversal bisimilarity $\sim_r \subseteq S \times S$. Then for all $i, j \in S$ with $q_{ji} > 0$ and for all $i', j' \in S$ such that $i \sim_r i'$, $j \sim_r j'$ and $q_{ij'} > 0$ it holds

$$
\pi_i \pi_{ij} = \pi_j \pi_{j' i}.
$$

**Proof:** Let $i, j \in S$ such that $i \sim_r i'$, $j \sim_r j'$ and $q_{ij'} > 0$. Let $i_0 \in S$ be an arbitrary state, $i = i_{n-1} \rightarrow i_0 \rightarrow i_{n-1} \rightarrow \cdots \rightarrow i_0 \rightarrow i_0 \rightarrow i_{n-1} \rightarrow i_n = i'$ such that $i_{k} \sim_r i_{k}'$ for all $k \in \{0, \ldots, n\}$. By Theorem 2,

$$
\pi_i = C_{i_0} \prod_{k=1}^n q_{i_0 k_i}.
$$

where $C_{i_0}$ is a positive constant. Now suppose that $q_{ij} > 0$ and $q_{ij'} > 0$. Again, by Theorem 2,

$$
\pi_j = C_{i_0} \prod_{k=1}^n q_{i_0 k_i}.
$$

and hence

$$
\pi_i \pi_{ij} = \pi_j \pi_{j' i}.
$$

**Example 5.** Let us consider again the CTMC depicted in Figure 1 with the reversal bisimilarity and the reversal equivalence derived in Example 2. Let us choose an arbitrary reference state $i_0 = A$ and then pick the shortest sequence of states from any other state $i$ to $A$ (whose reversed is $E$). Notice that $n_A = 2$ since it stays in an equivalence class of cardinality 2. For instance, take $B$ whose reversed is either $D$ or $F$ and $n_B = 1$. Then we have:

$$
\pi_B = C_A \frac{2 q_{ED}}{q_{BA}} = C_A.
$$
In a similar way we obtain:

\[ \pi_C = C_A \frac{q_{EF}^{q_{FB}q_{BE}}}{2 q_{CF}^{q_{FB}q_{BA}}} = C_A \frac{\rho_\mu \nu}{\lambda^2} = C_A \]

\[ \pi_D = C_A \frac{q_{ED}q_{DB}}{2 q_{DB}^{q_{BA}}} = C_A \frac{\nu \mu}{\lambda \nu} = C_A \frac{2}{\lambda} \]

\[ \pi_E = C_A \frac{q_{EF}^{q_{FB}q_{BC}}}{2 q_{EF}^{q_{FB}q_{BA}}} = 2CA \frac{\lambda}{\lambda} = 2CA \]

\[ \pi_F = C_A \frac{q_{ED}q_{DB}}{2 q_{DB}^{q_{BA}}} = C_A \frac{\mu \nu}{\nu \lambda} = C_A \frac{2}{\lambda} \]

We can now derive \( \pi_A = C_A \) and by imposing \( \sum_{i \in S} \pi_A = 1 \) this gives \( C_A = 1/6 \).

The next Theorem shows that equivalent states have the same stationary probability.

**Theorem 3.** Consider an ergodic CTMC with state space \( S \), infinitesimal generator \( Q \), stationary probability \( \pi \) and reversal equivalence \( \sim \subseteq S \times S \). For all states \( i, j \in S \) such that \( i \sim j \) it holds \( \pi_i = \pi_j \).

Proof: Since the Markov chain satisfies the conditions of Definition 2 by hypothesis, then the result follows by Theorem 1.

The following theorem establishes the relation between the stationary probability of a state \( i \) and that of its reversed \( i' \). We will show that this relation highly improves the efficiency of the computation of the steady-state distribution for autoreversible processes.

**Theorem 4.** Consider an ergodic CTMC with state space \( S \), infinitesimal generator \( Q \), stationary probability \( \pi \) and reversal bisimilarity \( \sim \subseteq S \times S \). For all states \( i, i' \in S \) such that \( i \sim i' \) it holds \( n_i \pi_i = n_{i'} \pi_{i'} \).

Proof: Consider the following chain of one step transitions: \( i = i_n \rightarrow i_{n-1} \rightarrow \cdots \rightarrow i_0 = i' \). Let \( i_0' \rightarrow \cdots \rightarrow i_{n-1}' \rightarrow i_n' \) such that \( k \sim k' \) for \( k \in \{0, \ldots, n\} \). By Theorem 2,

\[ n_i \pi_i = n_{i'} \pi_{i'} \prod_{k=1}^{n} q_{j_ki_k}^{j_k'i_k} \]

Let \( i' = j_m \rightarrow j_{m-1} \rightarrow \cdots \rightarrow j_0 = i \) and \( j_0' \rightarrow \cdots \rightarrow j_{m-1}' \rightarrow j_m' \) such that \( j_k \sim j_k' \) for \( k \in \{0, \ldots, n\} \). By definition of autoreversibility,

\[ \prod_{k=1}^{m} q_{j_kj_{k-1}}^{j_k'i_{k-1}} \prod_{k=1}^{n} q_{i_ki_{k-1}}^{j_k'i_k} = \prod_{k=1}^{n} q_{i_ki_{k-1}}^{j_k'i_k} \prod_{k=1}^{m} q_{j_kj_{k-1}}^{j_k'i_{k-1}} \]

and also

\[ \prod_{k=1}^{m} q_{i_ki_{k-1}}^{j_k'i_k} = \prod_{k=1}^{m} q_{j_kj_{k-1}}^{j_k'i_k} \prod_{k=1}^{n} q_{i_ki_{k-1}}^{j_k'i_k} \]

By equations (10) and (11),

\[ \prod_{k=1}^{n} q_{i_ki_{k-1}}^{j_k'i_k} = \prod_{k=1}^{m} q_{j_kj_{k-1}}^{j_k'i_k} = \prod_{k=1}^{m} q_{j_kj_{k-1}}^{j_k'i_k} \]

and hence

\[ \prod_{k=m}^{n} q_{j_ki_{k-1}}^{j_k'i_k} = 1 \]

which proves \( n_i \pi_i = n_{i'} \pi_{i'} \).

We give an example of application of Theorems 3 and 4.

**Example 6.** Let us reconsider the steady-state probabilities derived in Example 5. Notice that from Theorems 3 and 4 we immediately know that given \( \pi_A = C_A \) we have \( \pi_C = C_A \) because they belong to the same equivalence class, and also \( \pi_E = 2CA \) since \( E \) is the inverse of \( A \) (and \( C \)) but its equivalence class has cardinality 1. Then we can compute \( \pi_F \) as done in Example 5 and using again Theorem 3 we immediately derive the remaining stationary probabilities. In practice, Theorem 3 reduces the number of cycles one has to consider to compute the process’ stationary distribution. Specifically, in this example we have to consider only one cycle.

**V. Examples**

In this section we illustrate some examples of autoreversible processes. Clearly, all the product-form models that are reversible are also autoreversible (see, e.g., [16], [21], [22]) in which a reflexive reversal bisimilarity can be defined. For this reason we will focus on non-product-form models and show that the notion of autoreversibility simplifies the computation of the stationary distribution.

Moreover, it is worth notice that the CTMCs with the regular structures that are required by autoreversibility often underlie Markovian process algebra cooperations. For the sake of readability we briefly introduce a Markovian process algebra, i.e., the Performance Evaluation Process Algebra (PEPA) [3]. We consider a reduced syntax of PEPA. **Prefix:** \( (a, \lambda).P \) is the agent that performs an activity of type \( a \) whose duration is an exponentially distributed random variable with parameter \( \lambda \) and then behaves as \( P \). Symbol \( \top \) denotes that the duration of an activity is determined by another agent. **Choice:** The choice operator \( P + Q \) describes an agent that can choose to behave as \( P \) or \( Q \) according to the standard race policy [3] (i.e., the fastest sampled time determines the activity to carry out). **Constant:** A new constant agent \( A \) is defined to behave as \( P \) by writing \( A \overset{a\,\|}{\Rightarrow} P \). **Cooperation:** The modularity of this Markovian process algebra strongly depends on the operator specifying the cooperation among two agents: \( P \overset{\mu}{\Rightarrow} Q \). In this case, all the transitions in \( P \) and \( Q \) whose type belongs to the set \( L \) can be carried out only jointly. The rate of the joint transition must be decided according to the rules described in the semantics [3]. In particular, in case of cooperation on a type \( a \) between an activity with a specified rate \( \lambda \) (active) and one with unspecified rate \( \top \), the joint activity has type \( a \) and rate \( \lambda \).

**Example 7.** This example aims at showing the simplest example of a non-product-form cooperation between two agents that is autoreversible. Let us consider the following PEPA components:
Now consider the system $Sys_1$ defined by: $Sys_1 \overset{\text{def}}{=} P_1 \otimes Q_1$ whose derivation graph is:

![Diagram of derivation graph for $Sys_1$]

The underlying CTMC has the same state space $S$ and is:

$$
\begin{array}{c}
\text{s}_0 \\
\beta \\
\text{s}_1 \\
\text{s}_3 \\
\gamma \\
\beta \\
\text{s}_2 \\
\gamma
\end{array}
$$

with $s_0 = P_1 \otimes Q_1$, $s_1 = P_2 \otimes Q_1$, $s_2 = P_1 \otimes Q_2$ and $s_3 = P_2 \otimes Q_2$. Consider the relation

$$
\mathcal{R} = \{(s_0, s_3), (s_1, s_2)\}.
$$

It is easy to see that if $\alpha = \beta + \gamma$ and $\beta = \gamma$ then $\mathcal{R}$ is a reversal bisimilarity over $\{s_0, s_1, s_2, s_3\}$, and the above CTMC is autoreversible (but not reversible). To derive the steady-state distribution: fix a state, e.g., $s_0$ with $\pi_{s_0} = C > 0$. It immediately follows that its inverse has the same stationary probability, i.e., $\pi_{s_3} = \pi_{s_0}$. The computation of $\pi_{s_3}$ follows by Theorem 2 considering the path from the inverse of $s_0$, i.e., $s_3$ to the inverse of $s_1$, i.e., $s_2$ and dividing its rate by the transition rate of the forward path from $s_1$ to $s_0$. This gives $\pi_{s_1} = \pi_{s_0}$ and hence also $\pi_{s_2} = \pi_{s_0}$.

**Example 8.** Consider the following PEPA components:

$$
\begin{align*}
P_1 & \overset{\text{def}}{=} (a, \alpha).P_2 + (e, \alpha).P_2 \\
P_2 & \overset{\text{def}}{=} (b, \beta).P_1 \\
Q_1 & \overset{\text{def}}{=} (a, \top).Q_2 \\
Q_2 & \overset{\text{def}}{=} (c, \gamma).Q_1 + (d, \delta).Q_3 \\
Q_3 & \overset{\text{def}}{=} (e, \top).Q_2
\end{align*}
$$

and the system $Sys_2$ defined by:

$$
Sys_2 \overset{\text{def}}{=} P_1 \otimes Q_1.
$$

The derivation graph of $Sys_2$ is:

![Diagram of derivation graph for $Sys_2$]

Notice that with the opportune rate conditions, the underlying CTMC is that of the running example of Figure 1.

**Example 9.** Consider the PEPA components depicted below:

$$
\begin{align*}
P_1 & \overset{\text{def}}{=} (a, \alpha_1).P_2 + (b, \alpha_2).P_2 \\
P_2 & \overset{\text{def}}{=} (c, \beta_1).P_2 + (d, \beta_2).P_2 \\
P_3 & \overset{\text{def}}{=} (a, \top_1).P_2 + (b, \top_2).P_2 \\
Q_1 & \overset{\text{def}}{=} (a, \alpha).Q_2 \\
Q_2 & \overset{\text{def}}{=} (e, \beta).Q_1 + (f, \beta).Q_3 \\
Q_3 & \overset{\text{def}}{=} (b, \alpha).Q_2
\end{align*}
$$

with $\alpha_1 \geq \alpha$ and $\alpha_2 \geq \alpha$. Let $Sys_3$ defined by:

$$
Sys_3 \overset{\text{def}}{=} P_1 \otimes Q_1.
$$

The derivation graph $Sys_3$ is defined by:

![Diagram of derivation graph for $Sys_3$]

It is easy to see that its underlying CTMC is autoreversible.

**Example 10.** We consider a last example that aims at illustrating the methodology for the computation of the steady-state probabilities for autoreversible processes. We consider the following ergodic CTMC:
In this case we have the following equivalence classes: \( \{C, B\} \) that contains the inverse states of \( \{G\} \), \( \{D, E\} \) that contains the inverse states of \( \{F\} \) and, finally, \( \{A\} \) which is inverse of itself, provided that \( 2\alpha + \epsilon = \gamma \). Let us compute the steady-state distribution starting from the reference state \( B \), i.e., \( \pi_B = \pi_C = K > 0 \). We immediately derive \( \pi_G = 2K \).

To compute \( \pi_A \) we choose the path from \( A \) to \( C \) and its inverse \( G \rightarrow A \), obtaining, by Theorem 2, \( \pi_A = \pi_C \beta/\lambda = K \beta/\lambda \). We can derive \( \pi_F \) considering \( F \rightarrow G \) and its inverse \( C \rightarrow E \), obtaining \( \pi_F = \pi_G \beta/\epsilon = 2K \beta/\epsilon \). Then we immediately derive the probability of its inverses \( \pi_D = \pi_E = \pi_F / 2 = K \beta/\epsilon \).

The value of \( K \) is obtained by normalising the probabilities.

VI. CONCLUSION

In this paper we have characterised a class of CTMCs called autoreversible whose steady-state analysis is particularly efficient. The notion of autoreversibility is related to that of lumping [15] and similarity of states [17] as discussed in Section III where we introduce the definition of weak similarity. Weak similarity among states is different from Yap’s definition of weak similarity [17] and for reversible CTMCs we can say that weak similarity generalises the notion of similarity. Autoreversibility is introduced in Section IV and it is defined in terms of a symmetric coinductive relation, called reversal bisimilarity, which induces an equivalence relation among the states of a CTMC called reversal equivalence. We have shown that every reversible CTMC is also autoreversible: each equivalence class has a singleton and, roughly speaking, is the inverse of itself. However, we have shown examples of CTMCs that are autoreversible but not reversible (nor quasi-reversible). Finally, in Section V we showed that the regular structures required by autoreversibility are often generated by the operators for the cooperation in Markovian process algebras. It is worth notice that similar to what happens when using product-form solutions, autoreversibility requires strong conditions in the structure of the CTMC [9] and often also on its transition rates [23], [24]. Nevertheless, the improvement in the computation of the steady-state distribution of autoreversible processes is very high and, differently for what happens for lumped models, it does not need the solution of the system of global balance equations.

Future research efforts will be addressed to study the implications of autoreversibility at a higher level of abstraction, for instance by characterising the class of Markovian process algebra agents originating autoreversible CTMCs.
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